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NOTICE

This document contains information about one or more ABB products and may include a description
of or a reference to one or more standards that may be generally relevant to the ABB products. The
presence of any such description of a standard or reference to a standard is not a representation that
all of the ABB products referenced in this document support all of the features of the described or ref-
erenced standard. In order to determine the specific features supported by a particular ABB product,
the reader should consult the product specifications for the particular ABB product.

ABB may have one or more patents or pending patent applications protecting the intellectual property
in the ABB products described in this document.

The information in this document is subject to change without notice and should not be construed as
a commitment by ABB. ABB assumes no responsibility for any errors that may appear in this document.

Products described or referenced in this document are designed to be connected, and to communicate
information and data via a secure network. It is the sole responsibility of the system/product owner to
provide and continuously ensure a secure connection between the product and the system network
and/or any other networks that may be connected.

The system/product owners must establish and maintain appropriate measures, including, but not lim-
ited to, the installation of firewalls, application of authentication measures, encryption of data, installa-
tion of antivirus programs, and so on, to protect the system, its products and networks, against security
breaches, unauthorized access, interference, intrusion, leakage, and/or theft of data or information.

ABB verifies the function of released products and updates. However system/product owners are ulti-
mately responsible to ensure that any system update (including but not limited to code changes, con-
figuration file changes, third-party software updates or patches, hardware change out, and so on) is
compatible with the security measures implemented. The system/product owners must verify that the
system and associated products function as expected in the environment they are deployed.

In no event shall ABB be liable for direct, indirect, special, incidental or consequential damages of any
nature or kind arising from the use of this document, nor shall ABB be liable for incidental or conse-
quential damages arising from use of any software or hardware described in this document.

This document and parts thereof must not be reproduced or copied without written permission from
ABB, and the contents thereof must not be imparted to a third party nor used for any unauthorized pur-
pose.

The software or hardware described in this document is furnished under a license and may be used,
copied, or disclosed only in accordance with the terms of such license. This product meets the require-
ments specified in EMC Directive 2004/108/EC and in Low Voltage Directive 2006/95/EC.
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About this User Manual

General

password security, network security, firewalls, virus protection, and so on,
represent possible steps that a user of an 800xA System may want to consider
based on a risk assessment for a particular application and installation. This risk
assessment, as well as the proper implementation, configuration, installation,
operation, administration, and maintenance of all relevant security related
equipment, software, and procedures, are the responsibility of the user of the
800xA System.

This User Manual includes information as it pertains to maintaining 800xA Base
System and Functional Area software.

@ Any security measures described in this document, for example, for user access,

Version Described in this User Manual

Unless otherwise noted, the versions of all 800xA Base System and Functional Area
software described in this user manual are the latest release of 800xA 6.0.

User Manual Conventions

Microsoft Windows conventions as defined in the Microsoft Manual of Style are
normally used for the standard presentation of material when entering text, key
sequences, prompts, messages, menu items, screen elements, and so on.

Warning, Caution, Information, and Tip Icons

This User Manual includes Warning, Caution, and Information where appropriate
to point out safety related or other important information. It also includes Tip to

3BSE046784-600 B 13



Terminology About this User Manual

point out useful hints to the reader. The corresponding symbols should be
interpreted as follows:

Electrical warning icon indicates the presence of a hazard which could result in
electrical shock.

Warning icon indicates the presence of a hazard which could result in personal
injury.

Caution icon indicates important information or warning related to the concept
discussed in the text. It might indicate the presence of a hazard which could
result in corruption of software or damage to equipment/property.

Information icon alerts the reader to pertinent facts and conditions.

Tip icon indicates advice on, for example, how to design your project or how to
use a certain function

-3 OP P

Although Warning hazards are related to personal injury, and Caution hazards are
associated with equipment or property damage, it should be understood that
operation of damaged equipment could, under certain operational conditions, result
in degraded process performance leading to personal injury or death. Therefore,
fully comply with all Warning and Caution notices.

Terminology

A complete and comprehensive list of terms is included in System 800xA System
Guide Functional Description (3BSE038018%). The listing includes terms and
definitions that apply to the 800xA System where the usage is different from
commonly accepted industry standard definitions and definitions given in standard
dictionaries such as Webster’s Dictionary of Computer Terms.

14 3BSE046784-600 B



About this User Manual Released User Manuals and Release Notes

Released User Manuals and Release Notes

A complete list of all User Manuals and Release Notes applicable to System 800xA
is provided in System 800xA Released User Documents (3BUA000263*).

System 800xA Released User Documents (3BUA000263%*) is updated each time a
document is updated or a new document is released.

It is in pdf format and is provided in the following ways:

*  Included on the documentation media provided with the system and published
to ABB SolutionsBank when released as part of a major or minor release,
Service Pack, Feature Pack, or System Revision.

e Published to ABB SolutionsBank when a User Manual or Release Note is
updated in between any of the release cycles listed in the first bullet.

ﬂ A product bulletin is published each time System 800xA Released User
Documents (3BUA000263%*) is updated and published to ABB SolutionsBank.

3BSE046784-600 B 15



Released User Manuals and Release Notes About this User Manual
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Section 1 Introduction

ﬂ The latest version of this manual is available in ABB SolutionsBank.

Overview

This instruction includes information as it pertains to maintaining 800xA Base
System and Functional Area software. Information included in this instruction is as
follows:

System Check - To get full benefit of the system, it needs to be inspected on a
regular basis.

Operation System Update - It is increasingly important to keep the automation
systems current with available security updates. ABB validates security
updates from Microsoft with respect to relevance to and compatibility with
System 800xA. By properly upgrading an automation system installation with
security updates, it is possible to avoid or mitigate damage from attacks by
certain types of malicious software.

Node Restart and System Shutdown/Restart- Contains information on the order
to start and stop a node or system.

Import/Export - The Import/Export tool allows you to move applications to and
from any 800xA System. The data is saved as objects and aspects in archive
files (.afw). The Import/Export tool allows you to store and restore objects,
aspects, and entities. It is possible to view the contents of an archive file.

Backup and Restore - The backup and restore procedures consists of two
different parts; backup of standard Windows system and backup of the System
application data.

3BSE046784-600 B
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Overview

Section 1 Introduction

Single Node Replacement - This covers the procedures that must be performed
in order to recover from a node failure in a complete 800xA 6.0 System
(including all functional area information). The three possible recovery paths
are as follows:

— Reinstall Like New.
— Reinstall and Restore.
—  Recover Node.

Information Management - This section provides guidelines and reference
information related to configuring and maintaining Information Management
software.

Tools such as import/export and backup/restore, do not include referenced
generic elements. The user should manually include generic elements for the afw
file or ensure that the generic elements are already available in the target system.

18
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Introduction

Section 2 System Check

To get full benefit of the system, it needs to be inspected on a regular basis.

System Check List

Some useful recommendations are listed below:

On an 800xA System node:

Look at the system alarm, system event, and operator message lists for
information from the 800xA System.

Open the System Status Viewer for the Service Structure or the Node
Administrator Structure to see if any 800xA System service is not in service or
standby state.

On all 800xA System nodes:

Open the Service Connection view to see the status of the service provider
connections for the node.

Open the Task Manager and add following process columns to the default:
Peak Memory Usage, USER Objects, Virtual Memory Size, Handle Count,
Thread Count and GDI Objects.

Make a screen dump of the Task Manager Processes tab when the system is
started and use this dump as reference to compare later on to see if there are
any significant deviations.

While in the task manager switch to the performance tab. Look in the Commit
Charge square in the lower left corner. There are three values:

—  Total - Sum of all memory currently allocated by your processes.

3BSE046784-600 B

19



System Check List Section 2 System Check

—  Peak - Highest total value achieved during the session.
—  Limit - Total amount of memory, physical and virtual, available.

It is recommended that the Total/Commit Charge always is kept below the
Total Physical Memory; i.e., more physical memory is added when necessary.

When the Total/Commit Charge is above the Total Physical memory, the page
file is constantly accessed to swap programs in and out of memory, eroding
disk i/o on the disk with the page file. The greater amount of memory used
above the Total Physical Memory, the worse the system performance.

If Peak/Commit Charge, at any time, reaches the Limit/Commit Charge value
you have an insufficient memory problem that might cause the processes to
crash or just stop working. The page file can be increased, to help with peak
memory usage. However, to avoid performance problems there should be
enough physical memory available where Total/Commit Charge is always less
than Total Physical Memory.

e Go to Control Panel > Administrative Tools > Event Viewer and check for
Errors Messages in the Application Log and the System Log.

*  Go to Control Panel > Administrator Tools > Defragment and Optimize
Drives and defragment the drives.

The file system must be in a consistent state at all times. Defragment drives on
a regular basis using the defragmentation software provided with the operating
system.

ﬂ It is recommended to defragment the Aspect Directory before defragmenting the
hard drive where the Aspect Directory is stored. Refer to the Product Bulletin
800xA Operations, SV 3.x, 4.x, 5.x, Fragmented Aspect Directory Database
(3BSE059394) for the procedure on defragmenting the Aspect Directory.

—  Size disks so they will be 25 percent empty for defragmentation purposes.

—  Check the system for fragmented files on all nodes where trend and
history logs reside, and defragment the applicable disks as required.

—  History configuration impacts not only the History Server disks, but also
Connectivity Server disks where trend logs are configured. Therefore,
check the disks on Connectivity Servers where trend or history logs reside,
and defragment them as required.
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—  Extensive use of the Bulk Configuration tool may cause disks to become
fragmented. Check the system for fragmented files after any such
procedure, and defragment disks as required.

—  Configuration procedures that involve creating, deleting, and then
recreating of a large quantity of objects may cause the associated disks to
become fragmented. Check the system for fragmented files after any such
procedure, and defragment disks as required.

—  Deleting and then creating the Aspect System may cause associated disks
to become fragmented. Check the system for fragmented files after any
such procedure, and defragment disks as required.

*  Go to Control Panel > Administrative Tools > Computer Management >
Device Manager and check that no hardware errors are indicated.

* In the 800xA System search for the Process Portal crash dump files
(exceptions*.txt) in the following folders:

C:\ProgramData\ABB\Process Portal A\Dump\Crash

C:\ProgramData\ABB\Process Portal A\Dump\Hang

*  Available disk size. Right-click on the local disk(s) via Windows Explorer and
select Properties to check the size of the disk(s).

*  Memory and CPU usage for various processes will vary. Establish a baseline
and monitor them to determine how much memory growth and CPU load is
normal or can be expected on each node in your system.

If there is inconsistency or strange behavior in the system, close and reopen a
Workplace, restart a service or, in the worst case, restart a whole node.

It is also very important to do these inspections after a major disturbance in the
system such as lost main part of the communication or many servers have been
down (power, restart, etc.). After a disturbance, check the Workplaces if there are
red crosses over alarm bands or alarm sequence bars (suspect that the alarm and
event list not updates properly), or white crosses on red background in process
displays or that trend displays not updating. In these cases, return to operation by
closing and reopening the Workplace.

3BSE046784-600 B 21



System Check List

Section 2 System Check

22

3BSE046784-600 B
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Introduction

It is increasingly important to keep the automation systems up-to-date with available
security updates. However, before an update is installed, it needs to be verified that
it does not interfere with the operation of the automation system.

Windows and 800xA System Updates

ABB validates security updates from Microsoft with respect to relevance to and
compatibility with System 800xA. For relevant updates that Microsoft classifies as
critical, the goal is to communicate to customers within 24 hours the plan for
validating each update, and within 7 days the result of the validation. For this
communication, the SolutionsBank/Field Alert, 3BSE041902, Third Party Security
Updates Validation Status for System 800xA (continuously updated) instruction is
available for download via ABB SolutionsBank. It also provides possibilities for
customers to subscribe for e-mail notification on updates.

By properly upgrading an automation system installation with security updates, it is
possible to avoid or mitigate damage from attacks by certain types of malicious
software. However, the fact that a virus or worm at all finds it way into a system
indicates, that there is an underlying security problem in the installation or in how it
is managed. It is important to understand how a system becomes infected, and to
take measures to prevent it. The white paper Security for Industrial Automation and
Control Systems (3BSE032547) provides advice on security measures that should be
considered by users of automation systems. The white paper is also available for
download via ABB SolutionsBank.
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Section 4 Node Restart and System
Shutdown/Restart

Introduction

This section contains information for restarting an individual node or stopping and
starting an 800xA System.

Node Restart

Perform the node restart in the order presented in this section.

Client
There are no tasks involved, simply restart the node by performing the following:
1. Shut Down the node.
2. Restart the node

ﬂ The time for a client to restart depends on the hardware but normally takes 1 to 3
minutes.

Redundant Aspect Server

1. Ensure that the redundant Aspect Servers are synchronized by opening the
System Status Viewer and checking that the synchronization is ready (all
services will be marked in green).

Do not restart the Aspect Server before synchronization is ready as this may
@ result in a loss of data or a system crash.
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2. Shut down the node.

3. Restart the node

When the Aspect server is restarted it will start to synchronize with the already
running nodes. The synchronization normally takes about 5 to 15 minutes
depending on the system size.

Redundant Connectivity Server
Follow the same procedure as stated for the Redundant Aspect Server.

ﬂ Synchronization for a Connectivity Server normally takes about 3 to 7 minutes
depending on the system size.

Combined Aspect Server and Connectivity Server
Follow the same procedure as stated for the Redundant Aspect Server.

ﬂ Synchronization for a Combined Aspect/Connectivity Server normally takes
about 5 to 15 minutes depending on the system size.

ﬂ In case of node gets isolated (disconnected) from the client server network,
follow the steps below:

1. Shutdown the server.
2. Do a configuration change in the aspect directory.
3. Reconnect the server to the network.

4. Startup the server.

System Shutdown

Perform the following procedure when a shutdown of an 800xA System is required:

1. Stop all external clients to the 800xA System (OPC DA, HDA and AE clients
that access the 800xA System) before a system shutdown.

2. From the Configuration Wizard, select System Administration and click
Next.
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Select the system to stop and click Next.
Select Systems and click Next.
From the Systems dialog box, select Stop and click Next.

o wnoA W

From the Apply Settings dialog box, click Finish

ﬂ The 800xA System will shutdown within a couple of minutes. The time it takes to
shutdown my be more or less depending on the size of the 800xA System.

System Restart

To restart an already configured 800xA System that was previously shutdown,
perform the following procedure:

1. From the Configuration Wizard, select System Administration and click
Next.

Select the system to restart and click Next.
Select Systems and click Next.
From the Systems dialog box, select Start and click Next.

From the Apply Settings dialog box, click Finish.

AN i

Start all external clients to the 800xA System that were previously shutdown
(OPC DA, HDA and AE clients that access the 800xA System).
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Section 5 Import/Export

Introduction

The Import/Export tool allows you to move applications (i.e. import and export
data) to and from any Industrial'T 800xA System. The data is saved as objects and
aspects in archive files (.afw). The Import/Export tool allows you to store and
restore objects, aspects and entities. It is also possible to view the contents of an
archive file.

Engineering Repository

The Engineering Repository simplifies the Import Export between systems and the
application backup by embedding the export import as context menus in
Workplaces.

Main differences between Import Export tool and Engineering Repository are:
*  Engineering repository focuses on entities as control applications, libraries.
*  Afw files gets created in the background. No file handling is necessary.

*  Engineering Repository is called up from the workplace context menu and not
from the toolbar.

*  Engineering Repository allows to define custom entities to manage objects
which are not in any entity.

*  Engineering Repository allows to define aspect category filters to prevent
aspects as e.g. Operator notes to be overwritten in production systems.

For more information about Engineering Repository, refer to System 800xA
Configuration (3BDS011222%).
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Section 5 Import/Export

Application Change Management

The Application Change Management (ACM) simplifies the Import Export between
systems and application backup by embedding the export import as context menus
in Workplaces.

Main differences between Import Export tool and ACM are:

Provision to archive multiple versions of an object/entity in afw file format.
Support for connecting more than one engineering system.

Baseline for system in ACM host and roll back to required older baseline.
Supports multiple versions of the configuration artifacts.

Supports Activity log.

For more information on ACM, refer to System 800xA Engineering Application
Change Management (2PAA108438%).

Import/Export Tool Overview

®

®

The Import/Export tool should be used to transport small applications in the form of
object types and/or object instances between configurations. For backup and restore
actions, use the Backup/Restore tool described in Section 6, Backup and Restore.

Do not export or import very large amounts of aspect objects at the same time.
Operational disturbances might then occur because the Import/Export tool loads
the system significantly.

An upper limit of about 50 000 objects at a time is recommended.

Do not export standard objects that are created as a result of creating the Aspect
System, or as a result of adding the various system extensions.

In some configurations upload from an OPC server is used to create objects and
aspects. This applies for example when using Generic OPC to connect to a 3rd
party OPC server. If the uploaded objects have been extended with aspects such
as graphic displays, it is important to make the import and upload in the right
order. As a general rule the import should be done first and then the upload.

Run a consistency check on all imported items after an import as inconsistencies
may exist. Refer to the Consistency Check section of System 800xA Tools
(2PAA101888%*) for more information.
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Export can be done by drag and drop from the Plant Explorer to the Import/Export
tool, via AfwExport.exe, or by using the Find Tool in the Plant Explorer. Import can
be done by selecting Import in the Import/Export Tool or via AfwImport.exe.

ﬂ If an object is a member of more than one structure, perform an export of that
object for each structure.

ﬂ Close your Plant Explorer when making a large import. If that is not possible,
close the application that you are importing to. For example, if you are importing
a control application, make sure the Control Structure in Plant Explorer is closed.

The User Interface

The user interface is designed to resemble the Plant Explorer as much as possible.
The Import/Export tool has two views; Structured View and Entity View
(Overview).

. Overview

Figure 1 shows the Import/Export tool in the Overview. It consists of three main
areas; the entity area, the object browser and the aspect list.
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Figure 1. The Import/Export User Interface - Overview

The Overview presents the entity and entity extensions in the archive. This view
gives a simplified overview of the actual objects and aspects in the archive which is
of importance when working with engineering items such as libraries and control
applications. From this view it is easy to for example selectively import specific
control module types or function block types. In the case where the archive does not

contain any entities this view is disabled.

Archive files created before 800xA 5.0 will not have the meta-data information
about entities and therefore the Import/Export tool can not perform any
entity-specific actions for those files. This means that an AC 800M control library
exported before 800xA 5.0 will contain all objects and aspects that make up a
control library and the control types.
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Because it was exported before entities existed the Import/Export tool will handle
them as objects and aspects when for example importing.

Archive files created in 800xA 5.0 or later will contain all the necessary meta-data
information about entities and entity extensions to perform the necessary actions
when making changes to the archive file, for example deleting an entity extension,
or when importing an entity into the system.

. Structured View

Figure 2 shows the Import/Export tool in the Structured View.
It consists of two main areas; the Object Browser and the Aspect List.

The structure view presents all objects and aspects arranged in structures. The icons
of objects and aspects are only present if the application is connected to a running
system. Note that if the icons are in the archive they will not be extracted and the
generic object or aspect icons will be used.
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Figure 2. The Import/Export User Interface - Structured View

The figure above shows the Import/Export tool with a file opened and an object
selected. The aspects of the selected object are shown in the aspect list. The window
at the bottom shows dependencies that are required in order to import the objects
and aspects into a system.

Reserve Information

When importing objects and aspects into a running system, the reservation state of
those objects and aspects (if present in the system) can be an important piece of
information.

Especially if there are objects and aspects that are reserved by another user because
that prevents any other user from overwriting those objects and aspects. The reserve
information can be displayed in the Import/Export tool if it is connected to a running
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system, see Figure 3.

B

New Open
Contents
@ =t

+‘Ej
+‘Ej

Import / Export - pp proj.afw [Z]@
File Edit Yiew Tools Actions Help
- % ] .;]» 7 Eg =) &
Froduction Fefresh  Import Al Differences  Meszages | Dependenciez | Find Addltem  Print  Options
Control Structure /NENE Created Created by Modified De
el stivork & Application 2006-06-12 08:22:13  NMEA\sehestr  2008-06-12 08:2213
- PR @ Adpect Category Definition 2006-06-12 08:2213  MWMEAhzehestr  2006-06-12 08:22:13
? P et @ Cantrol Alarm Event 2006-06-12 08:2213  MWMEAhzehestr  2006-06-12 08:22:13
.ntrollers - @ Cgntrol Application Type Reference  2006-06-12 08:22:13  MMEANsehestr  2008-06-12 08:22:13
NoaDsemiffatration Structure & Cgntrol Builder Mame 2006-06-12 08:22:13  NMEAMsehestr  2006-06-12 08:22:13
Obiect Type Structure @ Cntrol Properties 2006-06-12 08:2213  MWMEAhzehestr  2006-06-12 08:22:13
@& Cntrol Structure 2006-06-12 08:2213  MWMEAhzehestr  2006-06-12 08:22:13
@& Control Structure 2006-06-12 08:2213  MWMEAhzehestr  2006-06-12 08:22:13
& MNpme 2006-06-12 08:22:13  NMEA‘\sehestr  2008-06-12 08:2213
& Mpme Uploader 2006-06-12 08:2213  MWMEAhzehestr  2006-06-12 08:22:13
\gﬂ:iect Type Structure 2006-06-12 08:2213  MWMEAhzehestr  2006-06-12 08:22:13

Figure 3. Reserve Information

Production Specific Aspects

In a system with environments enabled, there are cases when aspects can only be
imported into the production environment. Any attempt to import such aspects into
any other environment will not work and the import will either fail or those specific
aspects must be skipped during the import.

If the Import/Export tool is connected to a system where environments are enabled,
it is possible to highlight those aspects to make it clear what objects and aspects that
must be imported into the production system and what objects and aspects can be

imported to other environments such as the engineering environment. See Figure 4.
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Figure 4. Production Specific Aspects

How to Use the Import/Export Tool

Exporting objects and aspects are done by either using drag and drop from the Plant
Explorer or using the Add Items dialog, see Figure 5.
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## Add items

- [l AsA
HE

You are now adding the fallowing item(s) A4k
O ptions
W Include dependercies W Include children ¥ Include extenzions ’TI

Figure 5. Add Items

In this dialog you can see a summary of what was dropped and also in what context.
You can choose to import a larger context than by using drag and drop. As an
example, if the you drop an object that is part of a Control Module Type created
through 800xA for AC 800M, the dialog will present the object dropped and the
context it lives in; the Control Module Type and the Library. It is then possible to
select to either add the Control Module Type or even the entire Library.

It is also possible for you to include or exclude dependencies, children or
extensions. Children is only available when an object or an entity has been dropped.
Extensions are only available when an entity has been dropped.

ﬂ Information about what references each aspect reports at the time of exports is
saved even if dependencies are excluded. This information is used later to
calculate missing dependencies and the import order.
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Select OK to start the Export. The Adding items dialog will appear.

Adding items...

v Pre process

P Process items

[N

[ Close when finished

@ 0 Emrors I M 0Wamings | (i) O Infarmation

I Time Description

Error coc

Figure 6. Adding Items Dialog Box

In this dialog you can cancel the export by selecting the Cancel button.

The Main Menu, Toolbar and Context Menus

File Edit “iew Tools Actions Help

L . e |

u— "
Mew ©Open Save  Production

Refresh  Import &l Differences  Messages

Find AddItem  Print  Options | Help

B 1

Dependencies

Figure 7. The Main Menu and Toolbar

An action or option can be available from more than one place in the User Interface,
like the toolbar or the context menu. The action or option is described in the Menu

description.

The File Menu

The File menu includes the following options:

New. Click New to create an empty archive. If a file is already open and changes
have been made, the user will get a question about saving the file before closing it.
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Open. Click Open to open an archive file. If a file is already open and changes have
been made, the user will get a question about saving the file before closing it, then
the new file will be opened.

Close. Select Close to close the file. You will get a prompt to save the file if there
are unsaved changes.

Locate. Allows you to locate a specific object or aspect in any afw-file on disc.
From the result list it is possible to select the located archive file and open it to
perform further actions.

%4 Search for Afw-File

Allor part of the file name: Hame | In Folder Size

I" £

Object or Aspect name:

[Prant® =l
& QObjects " Aspects

Look in:

=

Figure 8. Search for Afw-file Dialog Box
Save. Click Save to save the file to disk and to perform the actual export.

Save As. Click Save as to save the file with a new name and to perform the actual
export.

ﬂ When an afw-file is saved, the Import/Export tool makes sure that the entire
contents of the new file can be successfully written to the file-system. This is
done before it actually saves the new contents to a temporary file and overwrites
the old file. When the disc does not have enough space for the entire new file, a
Save As dialog will be presented, so that a new location with enough space can be
selected.

Properties. Select Properties from the menu to bring up the Properties dialog.
In this dialog it is possible to set the properties that will be saved with the file.

With every archive file, the following properties are saved:

e Source System Name

3BSE046784-600 B 39



The Main Menu, Toolbar and Context Menus

Section 5 Import/Export

*  Source System id

. Source Environment name

. Source Environment id

J Creator

e Short description of file (optional)

. Tool name and version

. File Version

Properties for 'C:\ieTest_1_1.afw'

Mame:
Path:

Syskem:
System Id:

Environment:
Created by:
Modified:
Tool Mame:

Tool Version:
File: Wersion:

Meta Data:

Description:

Environment Id:

Setislized Data:

ieTest_1_1.afw
i

SEYST-W-D002972 System - Production
{CABCDECE-13FA-4B4E-A751-CA19FFBOCS21}

Production
{FE520D30-7BE4-4430-AZ 1E-62C1FZA1518A}

sevizha
47(2006 06: 26:46

AfwImnportExport
5.115.210.46
3.1.0.0

3 kb (67.45)%
1 kb {32.55)%

[ OF H Cancel ]

Figure 9. The Properties Dialog Box

The information in the Properties dialog box is also available via the context
menu of an archive file. This is a good way to get information about old archive
files before they are converted.
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Exit. Select Exit to exit the tool. You will get a prompt to save the file if there are
unsaved changes.

The Edit Menu

The Edit menu includes the following options:

Add Item. This option opens the Add Item dialog box in which you can add objects,
aspects, entities and entity extensions to the afw-file.

Remove. This option removes the specified aspect, node, entity or entity extension
from the archive file.

Select All. This option selects all objects (if you are in the object browser) and all
aspects (if you are in the aspect list).

Find . Select Find in the Edit Menu to bring up the Find Tool dialog. In this dialog
it is possible to search for objects and aspects within the archive file.
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Name: N Type ]
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Aspect Type
Site

I~ Structure |
™ Modification Date 5-04-2 4|

[T CreationDate  2003-04-74 - 4]

NENNNEENEEEEEN
Search

Figure 10. The Find Dialog Box

The example above shows a search for all objects starting with the “a” letter of the
Area object type. The result is displayed in the list to the right.

The View Menu

The View menu includes the following options:
Differences. When the Difference dialog is launched from the View Menu or the

Difference button in the toolbar, you can select to view differences between two
archive files, two items in the same file, or the open file, the entire archive and
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another archive or a running system. See Figure 11.

"' Show Differences Blﬁl@
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Envionment: [ Production ]
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Figure 11. Show Differences Dialog Box - Entire Archive

When launched from the context menu (see Figure 12), it is possible to show
differences between the selected aspect/object and another aspect/object that resides

in the current archive, another archive, or the system.
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Type: Object. Date Modified 6/12/200E 08:22:13.

&b NMEAsehest

Figure 12. Show Differences Dialog Box via the Context Menu

When you have selected Differences from the menu the Difference setup dialog box
will appear, see Figure 13. Depending on what you selected to show the differences
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for, the setup dialog will contain the possibility to select what to compare with. For
example, if you selected a single aspect, the difference setup dialog will select the
corresponding aspect in the currently connected system. If you selected a single
object, the dialog will select the corresponding object in the currently connected
system.

5, Show Differences B
Select Target
Select Larget to compale with
Eaectnov:  Cunen Archive C Oierdchive  * System

Systent JCapeCalp Production ﬂ
Envionment: [ Froguction |

[ g [ 3 drin Stcre A Name | Ciested
(g Aspect System Struchae Ol ddminStucture. 27282006 .
2 Cm""“‘*“"* l AdwinStuctuis 2/28/2005 .
R JFioc B Contiol Struckse 2/28/2005
-6 LostAnd Found D0 Donan Defritcn ~ 2/28/2005 .,

& 3 Documentation Shucture "
5 55 P S (] Domain Type Riete. . 2/26/2006

& Graphics Sructus (%] Functionzl Stuucture - 2/28/2006 .
i £ Ubrary Struchre %/ Location Stucture 242872008
= gy T Wiame 2/26/2006
# 4 Localion Stucture

% () Mainkenance Structure ) System Stucture 2/2B/2005.
43 Nods Adminisiraticn Shucture

* @ Obiect Type Stucture

Eirich Cancel Help

Figure 13. Show Differences for a Specific Item

The Settings tab in the Show Differences dialog contains the settings that should be
used when the difference report is created. The default values are usually enough for
most reports, but in some cases for example when there are a lot of objects and
aspects to compare, changing the settings to only show the information needed, will
increase the performance.

ﬂ If the System radio button is selected, uncheck the Show items that are in the
“target” location check box. Otherwise the capacity of the system might be
decreased.

Check the Exclude Aspect Structure check box to skip all structure aspects
when comparing objects.
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Uy, Show Differences

Settings

Select how the compaiizon should be made

EEx

—Seitings

¥ Include Chidre

¥ Include 10ins
I Include Monexportable Aspects
I Include Struchue Aspects

Dretails

¥ Showe items that are in the ‘source’ location
¥ Shows items that are in the target' location
W Show hems that are different

I~ Show ems that are equsl

Figure 14. Show Differences - Settings

When the correct settings are made for the report, select Finish. The difference
report will appear. The dialog can display the result in two different ways, the
normal structural view as shown in Figure 15 or as a list as shown in Figure 16.

ifferences between C:\pp proj.afw and CarpeCorp - Production

S5

* Qj DObject Type Structure

[# (41 Mode Admiristration Structure

r‘ Corirol Properties
[ Narme Uploadet

 H| & |JLPle @ &a|la|[o | = o
Fiter Save | View Mods Erd | Added | Deleted | Corflict | Updated | Modiied Equal | Destination | Print  Help
| = £ Contal Structure Name: | Desciiption
1 = &5 Conlial Network | % ppication
=@ PP ! [ % Coriral Builder Mame
= & Applicaion: | % hspact Categery Definition
o] Application_1 [ B Name
4 53 L crliciie L_? Corrol &lamn Event

[? Corirol &pplication Tyoe Reference

(5] o |

Figure 15. Difference Report - Structural View
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Y. Differences between G:\pp praj.afw and CarpeCarp - Production

]
fy

B W & .| 4 @ | & [ | a & e
Fer Save  View Mode Find || Added | Deleted  Conlict | Updated | Modfied Equal | Destingtion | Fird  Help
G Covtol St/ Contal Helwork A | Mare | Deseripti
Coninel Stucture/Canval Hetwork /PP % fophcalion

G Cordied Stuelute/Conval Helwork PP Aol aliors
Copined Shucture/Canval Metwerk /PP Aonlic ationa Application_1

G Corbed Stiueclute/Conval Helwob PP b alioes Mopbation 1 Contiol Moduls:
Corirel Shuclure/Canival Hetverk /PPaglic atiore Application_| Prograns

G Corlrel Stiuelure/Convel Melwal PP iasieatiorn eplealion 1 FrogramsFieoan

Cortnel Shuclue Canizol gplication,_1/Pog et

i G cived Helwark/FF ekt alior ] Piograns/ ot
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Covinel StuctueCansal Hetwor /PP Caviroliers Cortioles_1ipphcationatbppcaton, |
Corirel Shuelue Cantal Helwek PP Carolis Corhel_1/Hadvae
Covinel Stuctue Cansal Hetwor PR/ Cariralirs/ Coehole_1/Hardware)
Cartrel Shiuchuie Cantal Helwork/FP/Cartraliers/Corhole_1Hardvere 10
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= Cartrol Progeiliss
= Heme Uslosder

Figure 16. Difference Report - List View

The toolbar contains a button for each type of difference. Each type of difference
can be toggled by pressing/depressing the corresponding button.

Added - The item only exits in the source and importing it will add it to
the destination.

Deleted - The item only exists in the destination and importing the archive
will delete that item. This typically applies for objects and aspects that are
part of entities or entity extensions.

Conflict - The item has been modified in the source and in the destination
independently. Importing the archive will by default overwrite the change
made in the destination.

Updated - The item has been modified in the destination but not in the
source, i.e. the data in the destination is newer. Importing the archive will
by default overwrite that new change in the destination and that change
will be lost.

Modified - The item is newer in the source and importing it will by default
overwrite the destination.

Equal - The items are considered equal and importing the archive will not
affect that object or aspect.

Destination - The aspect only exists in the destination and importing the
archive file will not affect that object or aspect directly.
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It is possible to double-click on an aspect to see the aspect details for the source and
target aspect. When double-clicking on an aspect, the Aspect Details dialog box in
Figure 17 will appear.

® Details for C1 Alarm List

&
Advanced

Marme Property Value (Source) 1d (Source)
C1 alarm List iName C1 Alarm Lisk 1647901 0E-FDDE-4FED-B994-F2 1 287DRE549
Descripkion
Created 2003-06-20 13:46:30
Creation User 4{00000000-0000-0000-0000-000000000000}
Modified 2005-06-20 15:01;22
Modification User 400000000-0000-0000-0000-000000000000}

Aspect Category  Alarm and Evert List  {16A60499-6443-11D3-8E52-0005C7DFS97E)
Keys

Size: (in bytes)

Part of

Part of Extension

Figure 17. Aspect Details

The difference report can be saved to file. It can be opened in the Import/Export tool
even though the archive file may not be loaded and the target may not exist or be
different.

Messages. Select Messages in the View Menu or click the Messages button in the
toolbar to show/hide the message window at the bottom of the Import/Export tool.
The window displays all messages that have been generated within a session. See

Figure 18.
€31 Enars N 1wWamings  JJ45Infomation ¢ Prink H Save ¥ Open
I_[ Tiree | Dezcription | Emorcode |

/206 35455 P Impoet Started

F/2006 35505 PM Mizsng Parent for ‘Application_1*: '0bject Type Struciure’...
/2006 35505 PM Excepbon from HRESULT: OxBABBOBES.

3172006 385:05 PM Import Faled [0:0:10)

[Z Messages

Figure 18. The Messages Window
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From the context menu it is possible to clear, print or save messages. For some type
of messages it is possible to navigate from the message context menu to the actual
aspect or object. To do this select Goto Aspect/Object in the context menu.
Messages can be filtered by status, for example so that only warnings and errors are
displayed. If a message contains detailed information, you can to select Details
from the context menu to read the complete message.

It is also possible to load previously saved messages in order to find out what went
wrong with a particular import or export.

Dependencies. Select Dependencies from the View Menu or click the
Dependencies button to display the dependencies view. This view displays all
dependent aspects, objects, entities, entity extensions and system extensions.

Import / Export - TT11459_SV50.afw

File Edit W¥ew Tools Actions Help
= = - @ % £ |§l» s @ =] >
Mew Open Production Refresh  Import Al Differences  Messages | Dependencies  Find | Addltem | Print  Options
= %g Admin Structure | Name | Created by | Fieserve comment | Feserved by | Part of
+ %g Control Stucture
%E + %g Functional Stucture
+ %g Library Structure v
T Contents
Mame Type Source Target Cormment
’?.;ACEDDM Connect Spstem Extenzion 5000 5.0.0.0
&’?_‘; [# & P Application System Extenzion 5000 Mot loaded Syztem Extengion iz not loaded in SEVS...
A’?_,a Engineering Base Sypatern Extenzion 5.0.0.0 Wat loaded Syztem Extengion iz not loaded in SEVS...
A’Z; Fieldbus Builder PROFIBUS/HART Sypatern Extenzion 5000 Nat loaded Syztem Extengion iz not loaded in SEWS
A’Z’ Function Designer Spstem Extengion  5.0.0.0 Mot loaded Sustem Extension is not loaded in SEVS...
A’?_‘; Function Designer for ACE00M Connect Spstem Extension  5.0.0.0 Mot loaded System Extension is not loaded in SEVS...
AL?‘) HART Device Integration Library - Basics Spstem Extension  5.0.0.0 Mot loaded System Extension is not loaded in SEVS...
Ey Process Portal & System Extension  5.0.0.0 5000
A’Zy Signal Extension for ACE00M Connect Spstem Extension  5.0.0.0 Not loaded Sypstem Extension is not loaded in SEVS...
&’?_‘; Topology Designer System Extenzion 5000 Mot loaded Syztem Extengion iz not loaded in SEVS...
|:_']' Dependencies
L NMEANSETEYAT

Figure 19. Dependencies Page

When the Import/Export tool is connected to a running system, the dependencies are
also compared with that system and the dependencies page will display warnings for
all inconsistencies.

48

3BSE046784-600 B



Section 5 Import/Export The Main Menu, Toolbar and Context Menus

For example, if an archive file requires a specific system extension and that system
extension is not loaded in the system, it will be presented as a warning since it will
affect the possible to import the objects and aspects into that system.

ﬂ If you have an entity which contains an aspect that is related to an aspect within
another entity, the related entity is shown in the dependency view.

Placements. The placements dialog shows the insertion point needed for the
objects and aspects in the archive file. Any missing placement will be indicated as
an error or warning in the dialog and can be corrected before import by selecting

new insertion points in the system. Right-click on the missing placement and select
a new insertion point from the system.

ﬂ Some objects must be inserted at specific locations in the system. For example a
Control Application must be inserted under a 800xA for AC 800M project.

Import / Export - pp proj.afw E]@
File Edit Yiew Tools Actions Help
a 2 . 5 B e / @ & @
Mew Open Froduction Fefresh  Import &l Differences  Meszages Dependencies  Find Addltem  Print  Options
Flacements x
M ame Path .
= ﬂApplication_‘l

b @Application_‘l [Object Type Structure]0bject Types/Control SystemdAC B00M /T Connect/Application-defined Types
= \.i)_E_ontroINetwork

; _\j)EontrolNetwork [Control Structure]Root
= \_i\)_E_ontroller_‘I

\.i) Controller_1 [Made Administration Structure]Mode AdministrationAl Modes

%E ":; Flacements

Type: Object. Date Modified 6/12/2006 08:22:13.

& NMEANsehestr

Figure 20. Placements View

Details

You can view extended information about aspect or objects by selecting details from
the context menu.
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Aspect Details. If you want extended information for one or several aspects, select
it/them, right click and select Details from the context menu.

The Aspect Details dialog displays information about the aspect.
See Figure 21.

® Details for C1 Alarm List =3

&
Advanced

Mame Property Walue {Source) Id {Source])

1 flarm List fiame 1 Aliarm List JE4 01 DECFODE 4FE0-B904-F 2 1 370Rs 40T
Description
Created 2005-06-20 13:46:30
Creation User 400000000-0000-0000-0000-000000000000}
Modified 2005-06-20 15:01:22
Modification User 400000000-0000-0000-0000-000000000000}
Aspect Category  Alarm and Event List  {16A60499-6443-1103-8E52-0008C7DFA97EL
Keys
Size {in bytes)
Part of
Part of Extension

Figure 21. The Aspect Details Dialog Box

Object Details. To view extended information for an object; select the object and
select Details from its context menu.

The Object Details dialog displays information about the object. See Figure 22.

® Differences between Application_1 and

M arme Property Vahue [Source] Id [Source]

[ Application_1 Mame Apphcation_1 {FE4BD596-F594-4993-44. .
Description
Created 2006-01-25 11:5213
Creation User NMEA\seteval {7DDASE34-4945-4BAF-90...
Modified 2006-01-2511:5213
Modification User NMEA\seteval {7DDASE34-4945-4BAF-90...
Object Type nfa néa
Path Root/Control Metwork /PP/...
Part of Apphcation_1 {FE4B0596-F594-4993-44. .
Part of Extension nfa néa

Figure 22. The Object Details Dialog Box

The Restore Path and Translated Restore Path areas are for fault finding.
The Restore Path is information about the object’s location during the export. It is
represented by a list of structure nodes.
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The Restore Path area contains the GUIDs of the structure nodes (<object-id> :
<aspect-id>). The Translated Restore Path area also includes the restore-path,
but translated in the selected system.

ﬂ The information in the Object Details dialog is possible to copy.
For example the ID/GUID number.

The Tools Menu

From the Tools menu the following options are found:

Select Target. Brings up the Select Target dialog. The dialog displays the system
which the application is connected to by default. You can also select Environment.

kfi Select Target

System: PTTS10 Super Duper System - Production -

Environment: | production 4

o [ o |

Figure 23. The Select Target Dialog Box

Options. This Option button brings up the Options dialog. In this dialog you can
set application wide options of different kinds. It is possible to reset the options to
the default options by selecting the Reset button. The Options dialog is divided into
four parts all described below.

*  Presentation Options - contain information that affect different aspects within
the import export interface.

3BSE046784-600 B 51



The Main Menu, Toolbar and Context Menus

Section 5 Import/Export

Options |z|

Presentation Options
Select how data iz presented to the user.

. . —Aspect kst
Presentation Options
: - N Name [ Description
W Category Name [~ Creation User
I~ AspectID I Modification User
™ Categoy ID [ Ressrve Comment
I Creation Time [~ Reserved By

™ Modification Time [ Inherited

[ Wisible tabs
I Contents ¥ Dependencies
I™ Placements [~ Meszages
frish | Cancel | Hebp

Figure 24. Presentation Options

* Add Options - controls the default behavior of the Import/Export tool when
items are added to the import/export archive, either through drag and drop or

via the Add button.
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Options

Add Options
Select how items shall be added to the Import/Export tool.

—Add Detal
W Inchude Dependencies
W Include Children

W Include Extensions

— Dwerwite Existing Data
 Yes & Prompt if Different
" Mo " Prompt &lways

Figure 25. Add Options
If the Include Dependencies check box is selected, the tool will add the
selected items in dependency order.

If the Include Children check box is selected the application will add the
selected object’s children.

If the Include Extensions check box is selected the application will add the
selected Extensions.
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*  Import Options - controls the default behavior of the Import/Export tool when
items are imported to a system.

Options | X

Import Options
Select how import shall operate.

— Import Detal
W Include Dependencies W Include Extensions
W Include Children [ Keep Reservation

— Dwensmte Exasting Data
" Yes & Prompt if Different
Mo " Prompt Always

—LUzer Settings Structure Modes
I~ Force User Info [ Rearange Nodes

™ Force Time Info

Figure 26. Import Options

The Import Detail area has four check boxes:

—  If the Include Dependencies check box is selected, the tool will import
the selected items in dependency order.

—  If the Include Children check box is selected the application will import
the selected object’s children.

—  If the Include Extensions check box is selected the application will
import the selected Extensions.

—  Keep Reservation will automatically reserve the imported items after the
import is complete.

In the Overwrite Existing Data area, the following four radio buttons are
available.

—  Yes - Always overwrite old data with new data, never bother the user with
questions about over writing existing data.

— No - Never overwrite old data with new data and do not bother the user
with questions about over writing existing data.

54 3BSE046784-600 B



Section 5 Import/Export The Main Menu, Toolbar and Context Menus

—  Prompt if Different - Prompt the user if new data is different than
existing data.

—  Prompt Always - Always prompt the user before overwriting any existing
data.

When importing objects and aspects, information about the creation and
modification user is the same as in the afw-file. For example, if you create a
new object and make an export, the object will get your creation user
information. When this file is imported, the object will retain the user
information stored in the afw-file, and therefore you will still be the imported
object’s creation user.

In some cases, the user-information in the afw-file is not valid, e.g. the creation
user is a system extension, and you don't want this information to be imported
into the system. When the Force User Info option is enabled, the
Import/Export tool will change the creation and modification user to the user
doing the import. When the Force Time Info option is enabled, the
Import/Export tool will change the creation and modification time of the
objects and aspects to the time when the import is done.

The structure of objects and aspects in an afw-file is used only when objects are
imported for the first time. If an imported object and structure node already
exists in the system, the position of the object will be retained. This happens
even if the user says Yes to overwrite the existing object. By checking the
Rearrange Nodes option, the Import/Export tool will rearrange existing
objects so that the layout of the structure becomes identical to the structure
layout in the afw-file.

*  General Options - controls additional functions of the Import/Export tool
itself. When the Close When Finished check box is selected the progress
dialog will automatically close when the an operation succeeds. The Drag
from Import/Export controls if the user can drag objects or aspects from the
Import/Export tool into either another Import/Export tool or the Plant Explorer.
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Please note that this operation is not the same as importing the object or aspect.
It creates a copy of the object or aspect.

Options |z|

General Options
Select how the tool shall behave.

—Progress Dialog

W Close When Finished

—Drag from Import/Export
™ Enabled

General Options

Frach Cancel Help

Figure 27. General Options

The Actions Menu

The Actions menu includes the following actions:

Import / Import All . Select Import/Import all from the Actions menu or click the
Import button to bring up the Import dialog. By clicking the Import button in the
toolbar the entire archive will be imported.

This functionality is also available from the context menu of both aspects and
objects. When the Import dialog is opened from the context menu, it will by default
import the selected aspect, object, entity or entity extension but it is possible to
change to import the entire archive.
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e Import Items

Import objects and aspects |Z|

Import Items
Import the listed items to the selected system.

Import Iterns Import to System:

¥ Selection
Control Metwork

" Al Dbjects/Aspects
The entire content of the archive

frish | Cancel Help

Figure 28. Import Items Dialog Box

In the Import to System drop-down menu you select to which system the
import will be made, and to which Environment in the Environment
drop-down menu.

In the Import area it is possible to select which system the import will be made
to, whether or not to include children or dependencies.

It is possible to filter out aspects by simply deleting them from the archive
before importing. The aspects can either be deleted manually one by one from
the aspect list, or by using the Find Tool and delete the aspects from there.

When importing entities, the import performs differently then when just
importing objects and aspects. When objects are imported, the aspects in the
system are merged with the aspects in the archive file which means that the
result is the combination of the aspect in the archive and the aspects in the
system.

When an entity is imported, any additional objects and/or aspects in the system
are deleted. If the archive file contains and entity and it has one or more
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subentities, the import will replace/overwrite what is included in the archive
file. Subentities only present in the system but not in the archive file will be
merged into the structure. If the archive file contains an entity with one or
several entity extensions, import will make sure that only those entity
extensions present in the archive file are present in the system after the import.
Any additional entity extension will be deleted.

ﬂ When importing a library with a library version, other existing libraries will not
be deleted. When importing a control project, other existing libraries will not be
deleted.

*  Import Options - Has the same function as in the Options dialogs in the Tools
Menu. But when you select your options in this dialog, the new options will
override the default options for this particular import you are about to do. See
Options.

Messages. Have a submenu from where you can clear, save or print the selected
message.

The Help Menu

The Help menu includes:
Contents. Select this option to launch the on-line help for the Import/Export tool.
About. This option displays the current tool version and file format.

Detailed Difference Report

Detailed Difference Report is a feature that easily produces documentation, reduces
customer burden for testing and verification of changes during QA procedures
promoting better change management practices. It works in environment enabled
architectures or single systems.
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Detailed Difference Report

Detailed Difference Report uses Afw file to compare archive file to the current

system configuration.
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Figure 29. Detailed Difference report

Below are two different data view in Detailed Difference Report:

1. Tree View:
An overview of the difference in function diagram with a tree like structure is
displayed.

~
Cnly in Source | Changed | Only in Compare 2
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2. Text View:
Selecting individual components on the tree view, detailed difference is
displayed.
For example: Aspect properties such as DFO, aspect objects.

ﬂ For sequence logic, text view displays the overall differences of the sequences.

Detailed Difference Report provides more detailed information on configuration
changes in:

*  Control Logic (Control Builder M and Function Designer).
*  Process Graphics 2.

It supports save and print features as shown in Figure 29. It has a filter feature to
check the changes made to the function diagrams.

Section 5 Import/Export

It enhances readability by color indication.

Benefits of Detailed Difference Report

a. Enhanced change management for graphics and control logic.

b. Complements Audit trail ends and shows the changes.

The below table depicts the aspects and their support details to tree and text

differences:

Table 1. Tree and Text Differences Supported by Aspects

Aspects Tree Differences Text Differences
Process Graphics 2 X X
Function - General X X
Function - Sequence X
Programming Language
Control Builder X
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Additional Information

Upgrading Files

The application supports old file formats through a conversion scheme that is used
when performing the actual load.

Dependencies

The Import/Export function is dependency aware. This behavior can be switched on
or off by the user (see Dependencies).

Dependency aware export means that dependencies are brought in automatically
and exported to the same file as the dependant aspect. If an aspect depends on
another aspect or object that is part of a system extension; a note is made in the file,
but the aspect/object is not exported.

To view dependencies for an aspect, select the aspect and click the Dependencies
button in the toolbar. The dependency list will display all dependencies to objects,
aspects, entities, entity extensions and system extensions.

The imported file might be dependent on a specific version of the System, a System
Extension or a Library. In this case, it is necessary to resolve the dependencies by
installing them - before continuing the import.

A notification of missing dependencies will be displayed at the time of import.

Working with Dependencies

When a user works with import/export to move engineering-solutions or part of
engineering-solutions between systems, there are a number of issues that affect how
the data should be transported:

*  Size of the data to transport. How many objects and aspects, but also how many
bytes they take up on disc and how complex that data is to import. The
recommendation is to put each library in a separate afw-file, and each control
project in a separate afw-file. If libraries are small they can be put in the same
file, but at the end, each customer must trim the procedure of how much data
can be put in an afw-file since it also depends on the performance of the
available hardware.
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Distribution of dependent data. Are dependent libraries distributed as system
extensions separately, or must the user include them.

Relevance of dependent data. Should all data be included, or should dependent
data be selectively included by the user. As an example, the libraries could
already be at the target system for some other reason and therefore only the
control project needs to be exported.

When it comes to dependent data, there are basically two different workflows that
needs to be used depending on the state of other work being done in the source
system. How engineering tasks are performed will affect how the user should use
import/export.

Sequential Workflow.
Engineering tasks are performed by one or several users in sequence.

Parallel Workflow.
Engineering tasks are performed by one or several users in parallel, and the
different engineering tasks needs to be delivered at separate points in time.
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Sequential Engineering Workflow. Engineering tasks are handled one by one in
the engineering system. When an engineering task has been completed it is
delivered to the production system, and the next engineering task is started.

Work to be dane
(n

Engineering Task 4" Engineering Task

Engineering Task

Engineering Task

Engineering Task

Figure 30. Stage for the Sequential Engineering Workflow

In this example (see Figure 30), a new library has been developed and an existing
control project has had one application modified and a new application was also
developed. The A-Team now needs to deliver the library and the modified project to
the production system.

1. The engineering team gets an engineering task to perform in the engineering
system.

2. The team creates a new library in the engineering system. A new application is
added to an existing project and another application is modified.

3. The modifications are exported. In this case, the project utilized only a few
libraries so all necessary data could be transported in one afw-file. The export
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is then made by dragging the project to the Import/Export Tool, and checking
the Include dependencies check box.

A dd items |E”g

= [ Contral Project
1% Project

K|

ou are now adding the following item(s]: Project?
Optiors
Include dependencies

[#) Inchuds chidren

[FiInciude extensions

Figure 31. Add Items Dialog Box

Before pressing save, the team checks that no irrelevant objects or aspects were
included in the export. See Figure 32.

Import / Export

Ele Edt Yiew Tooks Actions Help

2 W . e i 05 2 s £
Mew Open Save Production f “rooe Messages | Dependencies | Eind | A
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' -0 Conlrol Project

= Projects
e (% Adpplication Nams

-8 Bapplcation
[ MainControler
R Library
=-{f0 Da0ne
- 0AOne 100 <l 13
s Conterts
Dependsncies |x|
Wame Type Souce Target Comment

[#,ACo00MC.. SystemEsension 5000 5000

[, Engineeiing... SystemEstension  5.0.0.0 5000

[ FunctionD...  SystemEstension 5000 5000

[ Function D... SystemEstension  5.0.0.0 5000

[® Process Po..  SystemEstension 5000 5000

[ Signal Edte...  SystemEstension  5.0.0.0 5000
(2] | 3

{51+ Dependsncies

& NMEANseteval

Figure 32. Import/Export Tool

4.

The afw-file is moved to the production system and imported.
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Parallel Engineering Workflow. Several teams of engineers are working in parallel
on different tasks in the engineering system. When an engineering task is finished it
is delivered to the production system while the other engineering tasks are still
being performed.

Work to be dane

Engineering Task Engineering Task
Engineering Task
Engineering Task
(n
Engineering Task
ATeam
% % :

B Team

Figure 33. Stage for the Parallel Engineering Workflow

In this example (see Figure 33), two teams are working with different engineering

tasks in the same control project. A-Team is making minor modifications to

A-Application in the project while B-Team is making modifications to

B-Application. B-Team has also added two new libraries to the project that only

B-Application is using.

1. B-Team gets a large engineering task that involves modifications to application
B-Application.

2. B-Team starts to modify B-Application and also starts the development of two
new libraries OB-One and OB-Two. The two libraries are included in the
project and are connected to the B-Application only.

3. A-Team gets a small engineering task that involves minor modifications to the
application A-Application.
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4. A-Team makes the modifications to A-Application.

5. A-Team exports the application by dragging it to the import/export tool. In this
case, they know that B-Team is working on the other application in the same
project and they also know that none of their work is finished so it is important
that no B-specific modifications are included in the export. A-Team leaves the
default settings in the add-form and adds the application to the tool.

i Add items
= [Ji Cantrol Project

B[ 78 Project
=

4 3

ou are naw adding the following item(s} Adpplication

Dptions

[ Include dependencies Inchude childen Include extensions
5

Figure 34. Add Items

In the dependency-list they see that the application has dependencies to
OA-One library and to the project. They know that OA-One library is not being
modified by B-Team and includes that dependency.

& Import / Expart (B
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] 2 W o 5 &
Mew Open Save FProduction Refresh  ImportAll  Differences  Messages

& £ ¢ & O e
Dependencies | Eind ~ Addltem  Prit  Options  Help
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8| = €5 Conviol Proiect Contents of AApplication’:
i Project
7] [ @? iADcﬁl:ainn O @ [CankolSpeacalion Name Desoiption M
{39 Library = [ sapplication

i B Control Structure
i Object Type Stuctse

< »
T8 Contents
Dependencies x
[ Mame T Sowes Target et
(8, ACE00M Connect SystemExtension 5.0.0.0 5000
B, Function Designer System Extencion 50,00 5000
5, Function Designer for ACB00M Conreot  Syster Estension 5.0.0.0 5000
H0a0ne 1.00 0ADne 1.00
5, Process Ponal A Sydtem Extenson 5.0.0.0 5000
75 Projectt Proischd

Figure 35. Import/Export Tool

66 3BSE046784-600 B



Section 5 Import/Export

Audit Trail

The project is however being modified by B-Team and therefore it is not
included in the afw-file because it already exists in the production system.

A-Team clicks save to create the afw-file.

& Import # Export &=

File Edt Yiew Tools Ackions Help

)] 2 W .
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Prcjectt

System Extension
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Target
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@
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Figure 36. Import/Export Tool

6. The afw-file is delivered to the production system and imported.

Audit Trail

The Import/Export components support Audit Trail. It means that all operations
performed by these components are published in the Audit Trail log. Information
about when the operation occurred and which user performed it will also be visible

here.

Common Import/Export Scenarios

Importing/Exporting Fieldbus-Related Structures

For importing/exporting fieldbus-related topologies like an HSE Subnet or an
Control Project entity, the workflows given in this subsection shall be followed.
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Preconditions:
a. Identical versions of 800xA software installed in source and target system.
b. Same system extensions installed in source and target system.

c. Device Type objects installed in the source system are also installed in the
target system.

The following steps have to be carried out in the source system:
1. Open the 800xA Plant Explorers Object Type Structure.
2. Check the following folders for already installed device types:

- FF Libraries Object Type Group (for FOUNDATION Fieldbus).
- Field Devices Object Type Group (for HART).
- PROFIBUS Devices Object Type Group (for PROFIBUS).

3. Record the name and version of the listed device types.

ﬂ Expand the sub-tree of the mentioned Fieldbus folder and create a snapshot. Print
the snapshot for use with the subsequent steps in the section. Also it will be
helpful to take Device Library Wizard log file. This file will give information
about all the Device types which has been installed on the source system.

The following steps have to be carried out on all system nodes in the target system:

1. Start the Device Library Wizard: ABB Start Menu > ABB Industrial IT
800xA > Device Mgmt > Device Library Wizard.

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%*).

2. Select Extract Device Types > Extract Device Types via Manual Selection.

3. Click Browse and navigate to: 800xA Device Library DVDs of the required
Fieldbus protocol.

4. Inthe Browse dialog, select all Field Device Types as listed or printed in Step 4
for the specific fieldbus protocol and start extracting.

ﬂ The file name of the corresponding Device Type object and the name displayed in
the Device Library Wizard can be looked up in the document DLW Mapping
Table (2PAA101821%*) provided on 800xA Device Library DVDs.
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5. Repeat the extraction steps for each used fieldbus protocol.

ﬂ The Installation DVDs may not contain all required Device Types. Missing
Device Types must be downloaded via ABB SolutionsBank
(http://solutionsbank.abb.com)

Navigate back to the main window of the Device Library Wizard.
Select Device Type Administration.

Select Install Device Types.

e

Select the fieldbus protocol, for which Device Types shall be installed.

10. Select all Device Types previously identified to be required in the target system
and follow the install procedure.

11. Optionally navigate back to Install Device Types and repeat steps 14 to 15 for
the other fieldbus protocols.

12. Exit the Device Library Wizard.

FOUNDATION Fieldbus

Workflow for exporting an HSE Subnet from a source system and importing it into a
different target system.

The following steps have to be carried out in the source system:

1. Use the Import/Export Tool to export the HSE Subnet from the Control
Structure. Do not select ‘Include Dependencies’ from the import options.
Individually include items from the dependencies window to be included in the
export file. This applies especially to items not created by the system.

2. Option: Use the Import/Export Tool to export the FFLibraries Object Type
Group from the Object Type Structure. Do not select ‘Include Dependencies’
from the import options. Individually include items from the dependencies
window to be included in the export file. This applies especially to items not
created by the system.

Perform this step only, if:
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a. the FF Libraries have been expanded by importing FF devices in Fieldbus
Builder FF (in contrast or in addition to adding device type object with the
Device Library Wizard) or

b. device types have been modified by editing the FF Libraries in Fieldbus
Builder FF or by editing the FFLibrary in the Object Type Structure of
Plant Explorer.

The following steps have to be carried out in the target system:

Perform Step 1 through Step 3 only, if the FFLibraries Object Type Group has been
exported in the previous Step 2. Otherwise continue with step 4.

1. Option: Use Import/Export Tool to import the FFLibraries Object Type Group
from the export file to the target system.

2. Option: Run Upload FF Library to move duplicate object types to the duplicate
structure.

3. Option: Move additional aspects from the object types in the duplicate folder to
the corresponding object types in the FF device type folder.

4. Use Import/Export Tool to import the HSE Subnet from the export file to the
target system.

5. Run Update Library on all HSE Subnets.
6. Run Upload HSE Subnet on all HSE Subnets.

PROFIBUS

PROFIBUS Device Types are included and available in the system as Hardware
Libraries (HWLibs). A PROFIBUS Hardware Library for a specific device type,
which is delivered by ABB and installed via Device Library Wizard, contains a
Basic Library and so called Extension Libraries. Extension Libraries can be
modified, but will result in a new major version of the library type.

If the installed Hardware Libraries have not been changed manually by the user, the
following workflow must be performed:

70 3BSE046784-600 B



Section 5 Import/Export Importing/Exporting Fieldbus-Related Structures

1. Use Import/Export Tool in the source system to export the Control Project with
PROFIBUS Device Type instances from Control Structure.

ﬂ ABB recommends exporting the Control Project entity for PROFIBUS without
dependencies (refer to Dependencies for more details). Including dependencies
will export additional system structures and references, which results in huge file
sizes.

2. Store the export file on a media, which can be used on the target system.
The following steps have to be carried out in the target system:

1. Use Import/Export Tool to import the Control Project from the stored export
file to the target system.

If the installed Hardware Libraries have been changed manually by the user (e.g.
new created extension library), the following workflow must be performed:

1. Use Import/Export Tool in the source system to export the Control Project
entity using PROFIBUS Device Type instances from Control Structure.
Include Dependencies.

2. Store the export file on a media, which can be used on the target system.

3. Navigate in the Plant Explorer to the modified extension library and click the
Export Library button on the Library Definition aspect to export the modified
extension library. Store the file on the media. Repeat this step for all modified
PROFIBUS extension libraries, if applicable.

The following steps have to be carried out in the target system:

1. Use Import/Export Tool to import the export files from the media to the target
system.

a.  First import all manual exported extension libraries

b. Import after the extension libraries the Control Project.

HART

The following steps provide a workflow for exporting HART device types from a
source system and importing it into a different target system:
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1. Use Import/Export Tool in the source system to export the Control Project
entity using HART Device Type instances from Control Structure.
Important:

a. Include dependencies if the HART Device Types Objects (or any of the
entity children) have been modified by the user.

b. Do not include dependencies if the HART Device Types Objects (or any
of the entity children) have not been modified by the user.

2. Store the export file on a media, which can be used on the target system.
The following steps have to be carried out in the target system:

1. Use Import/Export Tool to import the Control Project from the stored export
file to the target system.

PLC Controller Type Objects with Dependencies

When exporting PLC Controller Type Objects with dependencies, the result may be
a faulty export of ObjectTypes. Two Objects with same name can show up on same
level in up to three different places. This usually occurs when exporting Soft point
objects with Calculation Aspects. This has an impact on exporting and importing
Soft point objects without PLC connect.

If you have created your own composite object types, take the following actions
before proceeding with import/export:

1. Export the objects without dependencies.

2. Export the object type from the Object Type Structure without dependencies.

Information Management

Log sets and archive groups do not get exported as dependencies to log templates
automatically by the system. When the user exports a log configuration and includes
dependencies, only the control structure object and the library structure for the log
template are exported. To move the log template to another system, this needs to be
done manually by the user. If log sets are not used and if the archive groups are not
referenced on the log template or log configuration aspects, the below steps are not
required. Perform the following steps to export and import log configurations with
log sets and archive groups if the archive groups are referenced:
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1. Export logset(s) and archive group(s) into their own export file.

2. Export the log configuration which will pull the log template along as a
dependency.

Import the logset(s) and archive group(s).
4. Import the log template.
5.  On the log template for the IM log (IM Definition tab):
a. Select the logset if one was set on the previous node.
b.  Select the archive group if one was set on the previous node.

6.  On the log template for the IM log, set the Service Group to the desired service
group.
7. Import the log configurations.

8.  If the archive group(s) was set up via the Node Administration Structure,
re-initialize group and re-specify logs.

Precautions when Importing/Exporting Aspects

The Import/Export tool can be used to restore graphic aspects, and for such aspects
there are restrictions for both Import and Export.

Import Aspects

You probably want to restore the graphic elements and hence preserve existing
unique identities, i.e you want the graphic display to look the same as it did.

If the graphic element is created with a new unique identity, previous references to
the aspect will not work.

When a graphic aspect is exported, the object the aspect belongs to needs to be
exported as well to keep all identities intact.

The object can in turn belong to a hierarchy of objects, and in this case the whole
structure needs to be available when the graphic aspect is imported. This means that
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the entire object structure needs to be exported, though not necessarily in the same
afw-file.

When exporting a graphic element to another system, it is important that the
systems have the same logical color definitions.

Resolving Errors and Conflicts

While importing, there might be situations where you have to make a decision for
the import to be able to continue. One common situation is that the parent of the
object that's being imported, does not exist in the system. In such a case the
following dialog will be presented.

Missing Restore Path

LY Fiestore path to object "[Functional Structure]/4/B" was not found,
\_‘

Do you want to place it manually?

[ &pply ta all

[ es H Mo H Lancel ]

Figure 37. The Import/Export Placement Dialog Box
In the example above we have tried to import an object named B, but its parent
(named A) is not present in the system.

Another example is if you have imported an aspect that already exists; you need to
resolve this by choosing whether to replace that aspect or skip it and continue with
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the rest of the import. It is possible to let the application make the same decision
every time a similar incident occurs.

Replace Existing Object

LY Do you want ta replace "[Functional Structure]/4/8"
\__0/ created 5/19/2006 14:29:42 and modified 5/19/2006 14:30:17
with object "[Functional Structure]/4/8"
created 5/19/2006 14:29:42 and modified 5/19/2006 14:25:427

Prezzing "Skip Subtree’ will skip the object and all children.

[ &pply ta all

[ es ] [ Mo ] [ Lancel ] [ Skip subtree]

Figure 38. Replace Object Dialog Box

Every decision you make is logged and visible in the message window (see
Messages).

When trying to import an aspect whose aspect category is missing in the target
system, the user is presented with a Skip & Continue/Cancel dialog, where it is
possible to either skip the aspect and continue with the import, or cancel the import.

When a general error occurs importing an aspect or object, the user is presented
with a Skip & Continue/Cancel dialog, where it is possible to either skip the faulty
aspect/object and continue with the import, or cancel the import.
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Introduction

This section describes the procedures that must be performed in order to save and
restore a complete 800xA 6.0 System (including all functional area information).
Figure 39 is a flowchart that outlines the steps required to save and restore 800xA.
The procedures must be performed in case the upgrade procedure will not be
successful and you will be required to return to the previous system state. It is
recommended that the save procedures also are performed on a regular basis.

The procedures required are:

*  Save function-specific information using various tools and utilities.
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*  Use the 800xA backup and restore utility to save the Aspect directory and other
800xA system information.

BACKUP RESTCRE
START [ START )
_{. ; 1
Al
Save SAVE RESTCRE RESTORE
ASSET BOOXA FOR
CETIMIZATION BOOXA FCR DCI SYSTEM BOONA HARMONY
SAVEFC, SAVE RESTORE l
NETWORK AND BOOXA FOR MOD DEWICE RESTORE
SOFTWARE 300 MANAGE MENT AND SO0XA FOR
MON TR ING FIELDrBUS MELODY
SAVE RESTORE
SAVE SMS AND E- nss
MAILMESSAGING IhFDR?‘ATIDh T RESTORE
GING MANAGE MENT CFTIMIZATICN BOOXA FCR DCI

i ! I I

RESTORE PC,

SAVE PROCESS
SAVE NETWORK AND RESTCRE

ENGINEERING TOOL
FLC CONNECT oK
INTEGRATION SOFTWARE EDOKA FOR MOD
MCNTORING 300
SAVE BDOXA FOR SAVE RESTORE SMS AND RESTORE
ADVANT MASTER BOOXA FOR [EC E-MAIL
- 51850 o INFORMATION
AND SAFEGUARD = MESSAGING MANAGE MENT
SAVE
BOMGA FOR AC SAVE RESTORE RESTORE FROCESS
oot BASIC HISTORY DATA| FLC CONNECT ENGINEERING TOOL
INTEGRATICN

i i I I

RESTORE BOOMA FOR

SAVE BOONA
BACKUP
FoR SYSTEM BDOKA ADVANT MASTER RESTCRE
FARMONY AND SAFEGUARD BOOXA FOR IEC
61850

{ DONE
SAVE BOONA RESTORE -
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FOR MELCDY
BOOM BASIC HIETORY DATAJ

Figure 39. Backup and Restore Workflow

Precautionary Issues

It is possible for software and data to become corrupted. In that case there are third
party backup/restore and hard drive clone/image utilities that could be used.
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A limited number of hardware failures can also be compensated when using these
utilities. It is important to understand the limitations associated with these utilities.

In some cases (e.g. corrupted data, corrupted software, or hard disk failures), these
utilities can be useful, while in other cases (such as replacing a workstation), these
utilities may be of limited use.

It is recommended that cloning/imaging software are used to save (and restore if
necessary) an image of the workstation hard drives, after installation of third party
software and/or after installation of software.

The 800xA Import/Export utility can be used to save 800xA information in smaller
parts at a time. The 800xA backup utility is the functional equivalent of exporting
all 800xA system information at one time. The critical difference between these
utilities is that individually exported parts of 800xA information can be imported
back into the original system or into a completely different system, while backed up
800xA information only can be used to restore a whole system. Read more about
800xA Backup and Restore in How to make a Full Backup on page 121.

It is very important to understand that the following procedures are written to save
the entire 800xA system and restore the 800xA system exactly as it was saved.
Thoroughly understand the following critical restoration limitations before saving
the system:

*  The 800xA system can only be restored and recovered to an equivalent
800xA system.

*  All 800xA software must be of the same level (version, service pack, roll up,
etc.) as when the backup was made.

*  The same system extension, as when the backup was made, must be installed.

e The Domain server must contain the same configuration as when the backup
was made.

Refer to Requirements on page 100 for a complete list of the restoration
requirements and limitations.
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Save Function-Specific Information

Some information specific to certain functional areas, is not saved during an 800xA
system backup. The information that must be saved manually is detailed in the
following subsections.

Asset Optimization

Use the following procedure to back up Asset Optimization information (perform
only the steps applicable to the system):

1. Asset Monitoring:

ﬂ Asset Monitoring directories will be found on every Asset Optimization Server
node and any other node defined as an Asset Monitoring Server.

a. If Runtime Asset Monitors are being used in the system, save the Runtime
Asset Monitor data directory (DeviceRunTimeMSLogicStore) to a safe
media. This directory is located in the following directory:

...\Program Files (x86)\ABB Industrial IT\Optimize
IT\Asset Optimization\AssetMonitorEnvironment\Bin

b. If XY Profile Deviation Asset Monitors are being used in the system, save
the XY Profile Deviation Asset Monitor data directory
(XY_Reference_Profiles) to a safe media. This directory is located in the
following directory:

...\Program Files (x86)\ABB Industrial IT\Optimize
IT\Asset Optimization\AssetMonitorEnvironment\Bin

c. If Counter Check Asset Monitors are being used in the system, save the
Counter Check Asset Monitors data directory named {66E71F7B-90D6-
4E62-9881-38388B24CBDF} to safe media. This directory exists for each
AO Server in the system. These directories are located in:

<install drive>:\OperateITDatal\AoEng\<AO Server
ID>\AmCat\<Counter Check ID>

Where each <AO Server ID> directory represents one AO Server instance
running on the selected node. The <AO Server ID> directory name is
formatted as two consecutive GUIDs, for example, {FOC150F5-2929-
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4A12-BC28-E0OED6DB1585} {B925E77F-2A82-41C6-A981-
FAB4386D5701}.

For correct system operation it is important that only the directories identified by
@ the Counter Check Asset Monitor category GUID be saved, as other data in the
tree structure above these directories will not be consistent with a restore.

2. Maximo Integration:

If using Maximo Integration, the Maximo Integration information (Maximo
equipment ID and maximo credential aspects) MUST be saved from all Asset
Optimization Server nodes. Reference the Service Structure for the name of the
Asset Optimization Server.

a. The IBM Software’s Maximo system is separate from the 800xA system
and the system in use should be backed up. Follow Maximo standard
practices for Maximo system backup.

b. The MxDef files provide the mapping between the 800xA System
environment and the Maximo system. If the MxDef files were customized
as per the instructions in the System 800xA Asset Optimization
Configuration (3BUA0001 18%), backup the customized MxDef files to
safe media.
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Backup the customized MxDef files from the following location:

...\Program Files (x86)\ABB Industrial IT\
Optimize IT\Asset Optimization\AOECSConnector
\MaximoDef\CustomDef

Backup the AOMaximoModel.xml file to a safe location. The ECS model
for Maximo also needs to be modified if MXDef files are customized.
Hence in this case a backup of AOMaximoModel.xml is necessary. The
model file is available in the following location:

...\Program Files (x86)\ABB Industrial IT\Optimize
IT\Asset Optimization\AOECSConnector\ECSDefinitions

The pending fault reports residing in the system are available in the following
directory structure. Backup the entire OptaoACDs folder.

<<install drive>>:\OperateI TData\OptaoACDs

SAP/PM Integration:

If using SAP/PM Integration, the SAP/PM Integration information (SAP
equipment ID and SAP credential aspects) must be saved from all Asset
Optimization Server nodes. Reference the Service Structure for the name of the
Asset Optimization Server.

a.

Although the SAP/PM system is separate from the 800xA System, it is a
good idea to back up the system in use. Follow SAP/PM standard
practices for the third party SAP/PM system backup.

The SAPPMDef files provide the mapping between the 800xA System
environment and the SAP/PM system. If the files were customized as per
the instructions in the System 800xA, Asset Optimization, Configuration
(3BUA0001 18%), backup the customized SAPDef files to a safe media.

The customized SAPPMDef files for SAP version 4.7 are located in:

...\Program Files (x86)\ABB Industrial IT\Optimize
IT\Asset
Optimization\AOECSConnector\SAPPMDef\CustomDef

The ECS model for SAP also needs to be modified if SAPPMDef files are
customized. Hence in this case a backup of AOSAPModel.xml is
necessary. Backup the AOSAPModel.xml file to a safe location. The
model file is available in the following location:
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...\Program Files (x86)\ABB Industrial IT\
Optimize IT\Asset Optimization\AOECSConnector
\ECSDefinitions

ﬂ The pending fault reports residing in the system are available in the following
directory structure. Backup the entire OptaoACDs folder.

<<install drive>>:\OperatelTData\OptaoACDs

ﬂ Re-configure the DMS Calibration Integration based on an engineered solution.
Contact ABB technical support for more information.

PC, Network and Software Monitoring

Use the following procedure to save PC, Network and Software Monitoring
information:

ﬂ This procedure is only necessary if there are user defined Script, Resource, and
Assembly files in the 800xA System.

1. If there are user defined Script, Resource, and Assembly file, they need to be
backed up. Assuming the default directory was selected during PC, Network
and Software Monitoring installation, the user files are located in:

...\Program Files (x86)\ABB Industrial IT\Optimize IT\
PC, Network and Software Monitoring\bin\Configuration\
Scripts\User

...\Program Files (x86)\ABB Industrial IT\Optimize IT\
PC, Network and Software Monitoring\bin\Configuration\
Assemblies\User

...\Program Files (x86)\ABB Industrial IT\Optimize IT\
PC, Network and Software Monitoring\bin\Configuration\
Resources\User directory

Copy the files in these directories to a safe location.

SMS and E-mail Messaging

Save all GSM Device hardware information. Record information for the GSM
device on the SMS and E-mail Messaging GSM Hardware Setup Worksheet shown
in Table 2.
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Table 2. SMS and E-mail Messaging GSM Hardware Setup Worksheet

Item

Setting/Value

Spooler Settings

Activate Outbox Spooler

Checked (check and leave checked)

Activate Inbox Spooler

Checked (check and leave checked)

Interval for Checking for Incoming

Messages Value: ______ Seconds Minutes (circle 1)
Port Settings

COM Port Value: COM __

Baud Rate Value: __

Data Bits Value:

Parity Value: ____

Stop Bits Value: ____

PIN and Properties

Query PIN

Checked or Unchecked (circle one)

PIN (only if Query PIN is checked)

Value:

Save PIN (only if Query PIN is checked)

Checked or Unchecked (circle one)

Own Number (telephone number of SIM

card (including Country Code) in GSM | Value:
hardware)
Initialization String for GSM Hardware | Value:
General Service Properties
Name (GSM service provider) Value:
Port Value:COM __
SMSC Value:
Default Country Code Value:
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Table 2. SMS and E-mail Messaging GSM Hardware Setup Worksheet (Continued)

Item Setting/Value

Default Prefix Value:

Number of Attempts Value:

Splitting Service Properties

Splitting Checked or Unchecked (circle one)
Optimize Splitting Checked or Unchecked (circle one)
Enumerate Splitting Checked or Unchecked (circle one)
Narrowband Sockets Checked or Unchecked (circle one)

Messaging Service Properties

Add Before Message Blank (verify and do not change)
Use for Delivery Notification Only Unchecked (verify and do not change)
Default Option 0 (verify and do not change)

Message General Properties

Replace CR LF for Incoming Messages | Checked or Unchecked (circle one)

PLC Connect

To backup PLC Connect information:

1. If the PLC Connect IEC60870 feature is installed and configured, the IEC
configuration must be saved. Refer to System 800xA PLC Connect
Configuration (3BSE035041%) for more information.

2. If the PLC Connect Communication Server Pre Treatment function is being
used in the application (refer to System 800xA PLC Connect Configuration
(3BSE035041%*) for more information), make a backup of the PreTreat2.dll and
PreTreat3.dll files. Pretreat2.dll and PreTreat3.dll are located in the \ABB
Industrial IT\Operate IT\PLC Connect\Bin folder on the PLC Connect
Connectivity Server.

ﬂ The path is the default location of these files. If they have been placed somewhere
else, make a backup from that location.
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3. Make a backup of the VB application projects for PreTreat2.dll and
PreTreat3.dll.

4. If the Event Server Pre Treatment function is being used in the application
(refer to System 800xA PLC Connect Configuration (3BSE035041%) for more
information), make a backup of PreEvent.dll. PreEvent.dll is located in the
\ABB Industrial IT\Operate IT\PLC Connect\Bin folder on the PLC Connect
Connectivity Server.

ﬂ The path is the default location of the file. If it has been placed somewhere else,
make a backup from that location.

5. Make a backup of the VB application projects for PreEvent.dll.

800xA for AC 100

Document the configurations done in the Configuration Wizard for the following
action groups:

*  AF 100 Network.

*  AC 100 OPC Server Definitions.

*  AC 100 OPC Server Station Filtering.

Copy the Bus Configuration Database (BCD) file folder to a safe location.

800xA for Advant Master and Safeguard
1. Make an RTA Board backup.

ﬂ Before restoring these files, ensure that the node being restored is running the
same character conversion language used by the node from which the files were
backed up.

Save the following files in the \ProgramData\ABB\AC400Connect\AdvantBase
\Data\RTA\Init\ folder and record which files belong to which workstation:

— \DATHRI.CD
— \DATHR2.CD
— \DATHR3.CD
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2. The MB300 node, network address, REVERSED_SYNCH_MODE, and
PU410 redundant cable supervision settings for the RTA board in the RTA
Board Control aspect must be documented for re-configuration.

3. If the configuration for Alarm and Event, or Data access is done in the
Connectivity Servers, save the AdvDsMasterAdapter.csv and
AdvMbAeOPCServer.csv files located in the <installation path>\bin.

800xA for AC 800M
Use the following procedure to save the 800xA for AC 800M information:

1. Control Builder stores its settings (systemsetup.sys) on disk. Copy this file,
located in the Control Builder working folder, to a safe media.

2. Save OPC configurations by selecting File > Save Configuration in the OPC
Server Panel.

3. The OPC Server stores configuration files (*.cfg) and settings
(systemsetup.sys) on disk. Copy these files to a safe media.
The systemsetup.sys file is located in the OPC Server working folder.
The configuration files are stored in the Files folder in the same location.

Backup all Control Builder projects using the ordinary 800xA System
backup/restore utility. This utility also includes cold retain files stored by the OPC
Server.

800xA for Harmony Backup

Use the standard 800xA backup mechanism to backup all the Harmony
configuration data that is available in the Aspect Directory.

800xA for AC 870P/Melody

The following is a general information about the Melody Configuration Backup and
Restore:

*  The sessions on screen status entries are appended to a backup or restore log
file. The user must manually erase any unwanted entries or Rename/Delete the
log file to start a fresh log. The log file is initially created in the Windows
server operating system accounts temporary directory location. The screen
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v

form contains a log file icon that opens the log file in a Notepad application
window for viewing, printing, or editing of the log file.

*  Must be run on the Melody ConfigServer while logged in the 800xAlnstaller
account or an 800xA administrator account

Recommendations: Typically, run the Backup option after creating a database for
the first time. Run the Backup option before doing an upgrade or making
significant changes the system configuration. Run the Restore option when the
system becomes corrupt or after and upgrade takes place

Access

This feature is accessed through ABB Start Menu > ABB Industrial IT 800xA >
800xA for AC 870P Melody > Configuration on the ConfigServer node.

For more information on ABB Start Menu, refer to System 800xA Tools
(2PAAI101888%).

Function

The 800xA for AC 870P/Melody Backup or Restore feature allows the user to
manually initiate a backup or restore that supports either the full backup or full
restore of the SQL 800xA for AC 870P/Melody configuration contained in its SQL
database. The backup or restore operation sequences through all steps are required
to complete the operation requested.

The user backup process consists of the user selecting an aspect system name and
file location to contain a standard SQL backup set and initiating the backup for the
Melody ConfigServer. This includes the Melody Connectivity Server backup
because of the snapshot done in the same procedure. The user restore process
consists of the user selecting an existing SQL backup set filename and initiating the
restore operation.

For support during the ConfigServer backup the Microsoft SQL-Server online
help is also available.
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Backup Industrial IT Melody Composer

The Composer backup and restore procedure is described in the AC870P / Melody
Composer Installation (2PAA100254%*).

Backup ConfigServer

ﬂ The backup has to be stored on a local disk or on a tape connected to the local
workstation. A backup via network drive is not possible.

@ During the backup, configuration changes must not be performed.

Use the following procedure to save 800xA for AC 870P/Melody information:

1. Log in to the 800xA Installer account or an 800xA administrator account on the
ConfigServer node.

2. Use the 800xA for AC 870P/Melody Config backup / restore utility to create a
backup of the Melody Config Server database.

a. Select ABB Start Menu > ABB Industrial IT 800xA > 800xA for AC
870P Melody > Configuration > Backup Configuration

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%).

b. Click Connect in the 800xA for AC 8§70P/Melody Configuration
Backup/Restore window.

ﬂ This initiates the connection to the configuration database using the current
Windows server operating system account security. This account must have
Administrative access to the system and ConfigServer database.

The file name is auto generated using the ConfigServer name, date and time.

Example: ConfigServer 20020521 1034.bak

c. Click Backup.
ﬂ Clicking on the Status Log icon shows the log file. This text file can be saved.
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ﬂ The Backup button manually initiates the SQL database backup operation. Only
one single backup is stored per file. If the backup file already exists it is
overwritten.

d. Click Exit when the backup is complete.

Batch

This section is only required when using Batch with 800xA for AC 870P/Melody.
Successful backup of the Batch configuration requires that Object IDs of the various
Batch objects be preserved.

Perform the following backup procedure:

1. Export the Functional Structure and Procedure Structure using the
Import/Export tool.

2. Use the Melody Backup Configuration utility to save the ConfigServer
configuration.

3. Backup the Melody Composer project.

800xA for MOD 300

AdvaBuild® is the engineering tool used to backup 800xA for MOD 300 control
system information. The AdvaBuild Administration User Guide (3BUR001977%)
instruction provides information needed to manage the AdvaBuild projects.

There is no additional data needed for 800xA for MOD 300 other than performing
the system backup. For long term maintenance, refer to the 800xA for MOD 300
Configuration (3BUR002417%*) instruction, Appendix F, for more information on
customized data settings.

800xA for DCI

*  Use the standard 800xA backup mechanism to back up all of the DCI
configuration data that is available in the Aspect Directory.

*  Export any customized DCI faceplates using the 800xA Import/Export tool.

The engineering tool Composer CTK can optionally be saved at this time as a
precaution (not required):

1. Back up the Composer CTK configuration using the standard Backup tool.
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2.  Store off the directory .../ctk/800xATagLists using Windows Explorer.

Information Management

The following procedures can be used to backup all information related to
Information Management software. Information Management software includes:

* Inform IT History (includes Archive)
*  Inform IT Display Services

*  Inform IT Application Scheduler

*  Inform IT Data Direct

e Inform IT Desktop Trends

e Inform IT Open Data Access

*  Inform IT Calculations

Not all components require additional steps to backup local files. An Information
Management server will have all the software installed while other nodes will have
only some of the software used. For each component that is configured and used on
a node, all the files should be backed up occasionally. The following procedure
provides the steps to perform the backups.

Node Types
The IM software run on 4 basic node types.
*  Information Management 800xA Server.

*  Information Management 800xA Client, with optional Desktop Tools
components.

*  Desktop Tools installation.

*  Information Management 800xA Archive Server, with optional Desktop tools
components.

For a given node type, the backup steps depends on the type of software installed
and the software used on the node. If software is installed and not utilized, there will
be nothing to backup. The following steps identify how to backup an Information
Management 800xA Server node. The steps to backup the other node types will
reference the server backup procedure.
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Backup of Information Management Server
The following step will backup the Information Management Server:

1. Use PAS to stop all Information Management processes and the Inform I'T
History service provider for this node.
ﬂ The procedure can be performed by using the pasgui command in the Run dialog
box.
a. Use the Windows Taskbar to select:
ABB Start Menu > ABB Industrial IT 800xA > PAS Management >
PAS Control
ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAAI01888%).

b. Click Stop All in the PAS dialog box. This will stop the Inform IT History
Service Provider.

To make a backup:

1. Select ABB Start Menu > ABB Industrial IT 800xA > Information Mgmt >
History > IM Backup and Restore.

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%).

2. Verify the Create Backup Files of Current Configuration option is enabled in
the IM Historian Backup/Restore Utility window.

3. Click Next. A window for setting up the backup operation is displayed.

4.  Specify the location where the backup files is to be created in the New
Directory Path for the Backup field.
This path must already exist and the directory must be empty. If necessary,
click Browse to create a new directory. See Figure 40.
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&8 M Historian Backup/Restore Utility x|

IM Hiztarian Databaze Backup

Thiz step will create a backup of the entire IM Hiztorian databaze and place it in the directomy
specified below. The backup includes all data in oracle (including configuration and log data such
az meszage logs and PDL), numeric log flat filez and 1M azpect system definition file.

MOTE: Backup path must exist, and it must reference an emphy directory. [f these conditions are not
met, this utility will not allow to create a backup.

Mew directary path faor the backup:

|c:\Backup\T3 Brawse... |

IF wou wizh o run heBAR with additional options, pou may specify them below. hsBAR iz 5 conzals
application invoked by this utility ko generate non-aspect part of the historian backup.

Ophion below allows to zkip hsBAR and only create M aspect sustem definition file. This file iz
populated with all the information needed by the restore side to recreate all aspects configured in the
system at the time of backup.

[ Only generate aspect definition file

Click "Mext" buttan to start backing up configuration...

< Back Memt » Cancel

Figure 40. Setting Up the Backup Operation

5
6.
7
8

Verify the Only Generate Aspect Definition File option is disabled.
Click Next. The HsBAR Output Window is displayed.
Enable the Automatically Close Upon Completion option.

After the HsSBAR Output Window closes, monitor the progress in the Progress
Status area of the IM Historian Backup/Restore Utility window and click
Finish when the backup is complete.

If a message stating that there are inconsistencies between the log configurations
in the Aspect System and the log configurations in Oracle is displayed:

1) Run hsDBMaint -clean function. (Refer the Information Management
Configuration instruction for more information.)

2) Re-run the backup utility.
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Saving Other Information Management Related Files

There are several other files related to Information Management that need saved as
part of total system backup.

More detailed instructions for this procedure can be found in the section on
backing up individual Information Manager applications in the appropriate
Information Management instruction.

*  History Archive Data: For each archive device, go to the location specified by
the Device Filename and copy the folders under that directory to a safe
location. Do this even if automatic backup is configured. If automatic backups
are for local disks, also transfer them to a safe media at this time. Archive state
information must be saved. The Archive folder from the following path must be
saved to a safe location:

C:\ProgramData\ABB\IM\

*  Reports: Save any report template files created in Microsoft Excel,
DataDirect, and/or Crystal Reports. Also save report output files created as a
result of running these reports via the Scheduling Services.

*  Desktop Trends: Back up trend display, ticker display, and tag explorer files.

»  Display Services: Back up the directories for custom users, as well as display
and user element definitions.

*  DataDirect: Back up custom text files for object, object type, and attribute
menus used on the DataDirect windows.

All files should be copied to a remote storage medium after the saving is completed.

Use PAS to start all Information Management processes and the Inform IT History
service provider for this node.

Select ABB Start Menu > ABB Industrial IT 800xA > Information Mgmt >
History > IM Backup and Restore.

Non-Information Management Server nodes.

Any nodes that are installed and are configured to use Desktop Trends, Data Direct,
Application Scheduler (reporting) should backup any application specific files after
backup process is completed on the node. The backup files include:
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*  Reports: Save any report template files created in Microsoft Excel,
DataDirect, and/or Crystal Reports. Also save report output files created as a
result of running these reports via the Scheduling Services.

*  Desktop Trends: Back up trend display, ticker display, and tag explorer files.

*  DataDirect: Back up custom text files for object, object type, and attribute
menus used on the DataDirect windows.

Process Engineering Tool Integration

Use the following procedure to back up Process Engineering Tool Integration
information:

Assuming the default directory was selected during Process Engineering Tool
Integration installation, the project data is located in the following directory:
...\Program Files (x86)\ABB Industrial IT\Engineer IT\Engineering Studio\Process
Engineering Tool Integration\Xml

Save the entire Xml data directory to a safe media like a network share or removable
disk. The directory contains the default mapping files (*.dmf) modified on the
project, accelerator files (*.acc) and configuration files (*.pcf and *.fcf).

800xA for IEC 61850

Make backups for the IEC 61850 CET OPC Server projects. Refer to Section 6 of
System 800xA IEC 61850 Configuration (9ARD171387%*) to export CET OPC
Server projects.

ﬂ Handling of IET/CCT projects and PCM 600 projects is not described here as
they are external tools contributing to the IEC 61850 workflow. They do not
reside on 800xA System nodes.

Basic History Service Data
To backup the Basic History Service Data, use the following steps:

1.  Go to the Maintenance Structure and select the Backup Definition Root object.
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2. Create a new Basic History Backup object. See example in Figure 41 below.

o Mairkenance Struckure | | Aspects of ‘Backup Definitions' |
gl Backup Definitions, Backup Definition Root | Backup Definition Root Type Refer ..
BackupCbieckControl

gl Backups, Backm oanr
& Synchranizate L i

g Svnchronizatio o L
g synchronizatio Common I Product Type Structure I Ohject description

= R ER W il Fiackop Definition
B Svstem Config

— Additional Arguments

Object Icon
=

Name

I | shiowg il [V List presentation

Figure 41. Basic History Backup Object
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Basic History Service Data

3. Select the created object and its Backup Definition aspect. It has three tabs:
Scope, Storage and Summary and Start Backup tab. See Figure 42.

Aspects of 'Basic History Backup' | Modified | Desc... | Inherited | Category name |
Backup Definition 2005-11-24 11:3... This... False Backup Definition
Full Backup Definition Type Refere... Z005-11-24 11:3... False Full Backup Defi...

25| Maintenance Structure Z005-11-24 11:3...  [Main... False Maintenance St. ..

5 ame 2005-11-24 11:3...  The ... False Mamne

& Cbiject Icon 200511-24 11:3,,,  Icon .., False Object Tcon

Q H + | Basic Histary Backup:Backup Definitic_v | ﬁ J<y -
Scope ]Storage ] Summary and Start backup ]
Backup Type:
|External Services j
History Backup Configuration
& Al Data
(" Data From Date: J
(" Data From Last: | J

Figure 42. The Scope tab

4. Select External Services in the Backup Type drop-down menu.

See Figure 42.

Apply | Help |

5. Check the Basic History check box in the Configuration area.

6. Click Apply.

The Storage tab (see below) includes information about the backup.
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Common | Produck Type Structure Object description

Full Backup Definition

Additional Arguments

Ohject Icon

r-3

Marne
| Basic History Backup

¥ Iv List presentation

Advanced... | Set GUID. .. | Create | Cancel Help

Figure 43. The Storage tab

7. Go to the Summary and Start Backup tab. Click the Start Backup button.
See Figure 44 below.

JJ O H_ - |System Message Backup:Backup Defi;l _’,;'j )? -

Scope | Storage  Summary and Start backup |

Start Backup |

Cancel | Apply | Help |

Figure 44. The Summary and Start Backup tab
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The backup will now be started. A dialog will appear, confirm the backup with OK.
You can see the backup progress in another dialog. See Figure 45.

ﬂl History Backup; 2006-05-08; 15-32 : Backup Info _ ||:||5|
JJ I, « |History Backup; 2006-05-08; 15-32:E = | % 5 s 16 ||~ |

ahatus |Sc0pe I Storagel Restorel

—Backup Tvpe: External Services
Basic History Ready Is
Wiew Log Abort Backup

Canicel Al I Help I

Figure 45. Backup in progress

800xA System Backup

The backup/restore utility supports manual and scheduled backups of 800xA system
information. For scheduled backups, the ABB Inform IT Scheduler must be
installed.

Requirements

All system extensions that are part of the system must be installed and added on the
node where the backup will be taken (usually the Primary Aspect Server node).
Changes must not be made (especially to the Aspect directory) during the online
backup process.

When backing up a system with environments both the Production environment and
the Engineering environment will be included in the backup. Only the current
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version of each aspect will be included in the backup, which means that all version
history will be removed.

Procedure

The following steps outline the 800xA system backup procedure. Refer to How to
make a Full Backup on page 121 for more detailed information.

1. Create a Full Backup Definition object in the Maintenance Structure, and
configure the Scope and the Storage tabs.

ﬂ Note that it is only possible to perform a backup from the Production
environment.

2. Check disk space and path in the Storage tab of the Backup Definition aspect.
A large configuration could require a minimum of five gigabytes of free space.

3. Start the backup process.

4. In case of any warning or error messages (refer to How to make a Full Backup
on page 121), take the appropriate measure and create a new backup.

ﬂ Do not manually import or edit any information in backup files.

800xA System Restore

The backup/restore utility supports the restoring of 800xA system information,
including multiple environments.

Requirements
The following restrictions apply when a backup is used to restore a system:

e All 800xA software must be installed and be of the same level (version, service
pack, rollup, etc.) as when the backup was taken.

e  The Domain server must contain the same configuration as when the backup
was taken.
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Procedure

The following steps outline the 800xA system restore procedure. Refer to How to
make a Restore on page 125 for more detailed information.

1. Minimize the system to a single node Aspect Server using the following

procedure:

a. Disconnect and shut down all clients.

b. Perform the following operations on each server node except the node on
which the backup is taken (One of the Aspect Servers). Perform the
operations on the Application Servers followed by Connectivity Servers.
Then perform the operations on the Aspect Servers. Complete the
operations on each node before proceeding with the next.

—  If the node is an IM server, start the pasgui from the Run prompt and stop
all the IM services. Then start the services.msc from the Run prompt and
change the ABB Process Administration service to Manual and stop the
service.

— In Configuration Wizard, stop the server using the Stop Server operation.
Wait for the server to stop.

—  After the node is stopped, use the Aspect server to remove the node from
the system. In the configuration wizard, remove the server from using the
remove server operation. (System Administration/Nodes/Remove Server).
Wait for the operation to complete before proceeding.

—  Restart the node that was removed from the system.

c. Perform the following operations on the existing Aspect Server:

In Configuration Wizard, stop the server using the Stop Server operation.
Wait for the server to stop.

In Configuration Wizard, delete the system using the Delete System
operation. (System Administration/System/Delete System). Wait for the
operation to complete before proceeding.

Restart the node.

2.  Start the restore procedure on the same node the backup was taken.

3. Check for messages in the log file. Refer to How to make a Full Backup on
page 121 to resolve any received warning or error messages.
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4. One node at a time, start up all nodes again and connect them to the 800xA
system in the following order:

Aspect Server nodes.
Connectivity Server nodes.
Application Server nodes.

Client nodes.

Use the following guidelines while connecting nodes:

Set the current system as the default system when connecting nodes to the
system.

In some cases, problems may be encountered when connecting nodes to
the system. Verify that the system software user settings are correct using
the Configuration Wizard. Restarting the node again may also solve the
problem.

Wait until all services in the newly connected node are up and running
before connecting the next node. Select the Node Administration
Structure\connected_node_name\System Status Viewer aspect to monitor
the status of services. If some services will not start up, restarting the node
may help.

Restart each node after it has been connected to the system.

If the node is an IM server, start the services.msc from the Run prompt.
Change the ABB Process Administration service to Automatic and then
start the service.

5. Verify the affinity settings to ensure best system performance. If required,
correct the settings. Refer to the System 800xA Post Installation
(2PAA111693%) for more information about how to configure affinity.

Recover Function-Specific Information

Information specific to certain functional areas that was saved during an 800xA
system backup can be recovered using the information in the following subsections.
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Device Management & Fieldbus
Configure the OPC server on the primary Aspect server after the primary Aspect
@ server node is functional.

In the case that the system node has been formatted, third party software for Device
Type must be re-installed.

ﬂ The Device Library Wizard procedure described here can be skipped, if the
system node has not been formatted.

The following steps for Fieldbus Device Types need to be carried out on every
system node in the following sequence, except thin client nodes:

*  Aspect Servers (including redundant Aspect Servers).

*  Connectivity Servers (including redundant Connectivity Servers).

*  Application Servers.

*  Clients.

1. Start the Device Library Wizard:
ABB Start Menu > Device Mgmt > Device Library Wizard
or

select the Device Library Wizard icon on the desktop.

ﬂ If the Device Library Wizard - Client has not been connected to the Device
Library Wizard - Server, navigate first to:

Device Library Wizard Administration > Connect Client

and follow the wizard installation.

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%*).

2. Navigate to:
Device Type Administration > System Restore Wizard

and choose the third option in the Wizard (Figure 46).
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& ABB Device Library Wizard [B00xA with AC 800M]

System Restore Wizard(1)

Usethe radio buttonto select the system upgrade or restore path

System Restore Wizard provides a guided restore for 800xA Fieldbus Device Libraries to be executed
after an 800xA System Restore via System Configuration Wizard is done

@ Continue only if one of the following selectable options applies to your system environment
Choose a suitable option

" An B00xA System upgrade from SV4.x to System Version 5.1(or higher) has been done
™ An B00xA System upgrade from 5V5.0 {or higher) to System Version 5.1{or higher) has been done

™ An B00xA System update from System Version 5.1 to System Version 5.1{or higher) has been done

View Log .. < Back Exit Help

Figure 46. System Restore Wizard Option

3. Click Next.

4. Choose whether or not the system node has been formatted and click Next.

If the system node has not been formatted, no more steps are required and the
Device Library Wizard will automatically navigate to its main window. Exit the
Device Library Wizard and continue with the other system nodes (if applicable).

5. Depending on which Fieldbus protocol is used in the previous system version
environment, one of the delivered Device Library system DVDs shall be
inserted in the DVD drive (Device Library HART — DVD).

6. Click the Browse button and navigate to the drive where the DVD has been
inserted.

7. Click Next.

8. The Device Library Wizard is scanning the 800xA System for already used
Fieldbus device types and compares it with the contents of the inserted DVD.
Device Types available in the 800xA system and the DVD are shown in the
Extract tab of the Device Library Wizard (Figure 47).
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& ABB Device Library Wizard [B00xA with AC 800M]

Extract Device Types
Confirm with "Next” button to complete the extraction operation of all device types.

Extract || Missing

Devices

B ABB PME 120 v1.1-DP
HEBiffi FO2 PremiTork V1.0-DP
A EL-0-Matic Q-COPS v1.0-DP
HEEMG Drehmo I_Matic V1. 1-DP
HRotork 10512 V1.0-DP

View Log .. < Back Mext = Exit Help

Figure 47. Extract Device Type Files

9.

Click Next to start the extraction process.

Device Types available in the 800xA System but not on the inserted DVD are
displayed in the Missing tab. In this case, the Next button in the Device Library
Wizard is disabled. Navigate to the Browse window by using the Back button and
insert a new Device Library DVD.

Repeat this procedure until all device types are extracted to the system node and
the Missing tab does not list any device types.

If the Device Library DVDs do not contain all Device Types used in the previous
system version, the missing Device Types must be download via ABB
SolutionsBank (http://solutionsbank.abb.com).

It is possible to continue the Wizard only if all device types have been
successfully extracted.
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10. After successful extraction, the device types need to be reinstalled on the
system node. Click Next (Figure 48).

= 2%

a ABB DEVICE LBRARY WIZARD [800xA with AC 800M]

Re-Installation of Device Types
Confirm with "Next”button to complete the installation operation of all devicetypes.

Install | Restore |

Devices

T ABB PME120x V1.0-HART

B ABB PME 120 v1.1-DP

B aUMA AUMATIC ACO1.1V1.0DP
H¥Rotork 10512 v5.0-DP

< Back Mext = Exit Help

View Log ..

Figure 48. Install Device Types

Follow the wizard to complete the installation. The wizard will automatically

11.
navigate to the main window after the process has been finished.

12. Exit the wizard and perform these steps on the other system nodes if

applicable.

Asset Optimization
Use the following procedure to restore Asset Optimization information:

1.  Asset Monitoring:
Asset Monitoring directories MUST be restored on every Asset Optimization

ﬂ Server node defined in the system.
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a.

If Runtime Asset Monitors are being used in the system, restore the
Runtime Asset Monitor data directory (DeviceRunTimeMSLogicStore).
This directory must be restored to the following directory:

...\Program Files (x86)\ABB Industrial IT\Optimize
IT\Asset Optimization\AssetMonitorEnvironment\Bin

The saved data contains the Runtime Asset Monitor data present at the time of the

ﬂ save. Use the Runtime Asset Monitor faceplate to reset the asset monitors by
adding the lost time to their accumulated run time or with some known values
based on other records. Ignore any alarms occurring during the backup.

b.

If XY Profile Deviation Asset Monitors are being used in the system,
restore the XY Profile Deviation Asset Monitor data directory

(XY _Reference_Profiles). This directory must be restored to the following
directory:

...\Program Files (x86)\ABB Industrial IT\Optimize
IT\Asset Optimization\AssetMonitorEnvironment\Bin

If Counter Check Asset Monitors are being used in the system, restore the
Counter Check Asset Monitors data directory named {66E71F7B-90D6-
4E62-9881-38388B24CBDF} from safe media. This directory exists for
each AO Server in the system. These directories are located in:

<install drive>:\OperateITDatal\AoEng\<AO Server
ID>\AmCat\

Where each <AO Server ID> directory represents one AO Server instance
from which the directory {66E71F7B-90D6-4E62-9881-
38388B24CBDF} was originally saved from. The <AO Server ID>
directory name is formatted as two consecutive GUIDs, for example,
{FO9C150F5-2929-4A12-BC28-EO0ED6DB 1585} {B925E77F-2A82-
41C6-A981-FAB4386D5701}

2. Maximo Integration:

ﬂ If using Maximo Integration, the Maximo Integration information (Maximo
equipment ID and maximo credential aspects) MUST be restored to all Asset
Optimization Server nodes. Reference the Service Structure for the Asset
Optimization Server.
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It is required that ECS software is installed prior to continuing with Maximo
integration.

a. Configure ECS software. Refer to the ECS configuration in System S800xA
Asset Optimization Configuration (3BUA0001 18%*) for more information.

b. If the MxDef files were customized, restore the customized MxDef files
from safe media to this directory (assuming the default directory was
selected during Asset Optimization installation):

...\Program Files (x86)\ABB Industrial IT\
Optimize IT\Asset Optimization\AOECSConnector
\MaximoDef\CustomDef

c. If Maximo model is customized, restore the AOMaximoModel.xml to the
following location:

...\Program Files (x86)\ABB Industrial IT\
Optimize IT\Asset Optimization\AOECSConnector
\ECSDefinitions

Refer to System 800xA Asset Optimization Configuration (3BUA0001 18%*) for
more information on MxDef files

Ensure that ABB Maximo Connectivity system extension is loaded.

The pending fault reports residing in the system can be restored to the following
directory structure. Restore the entire OptaoACDs folder.

<<install drive>>:\OperateITData\OptaoACDs
3. SAP/PM Integration:

ﬂ If using SAP/PM Integration, the SAP/PM Integration information (SAP

equipment ID and SAP credential aspects) MUST be restored to all Asset

Optimization Server nodes. Reference the Service Structure for the Asset
Optimization Server.

It is required that ECS software is installed prior to continuing with SAP integration.

a. Configure ECS software. Refer to the ECS configuration in System 800xA
Asset Optimization Configuration (3BUA0001 18%*) for more information.
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If the SAPDef files were customized, restore the customized SAPDef files
from safe media to this directory (assuming the default directory was
selected during Asset Optimization installation)

...\Program Files (x86)\ABB Industrial IT\Optimize
IT\Asset
Optimization\AOECSConnector\SAPPMDef\CustomDef

Refer to System 800xA Asset Optimization Configuration (3BUA000I18%*)
for more information on SAPDef files.

If SAPModel is customized, restore the AOSAPModel.xml to the
following location:

...\Program Files (x86)\ABB Industrial IT\
Optimize IT\Asset Optimization\AOECSConnector
\ECSDefinitions

Ensure that ABB SAP Connectivity system extension is loaded.

The pending fault reports residing in the system can be restored to the following
directory structure. Restore the entire OptaoACDs folder.

<<install drive>>:\OperateI TData\OptaoACDs

After a restore of a 800xA 6.0 system, the Asset Optimization Server (Monitor
Server/Engine) may appear to be running. The AO Server tab of the
AssetOptimization Server aspect will show a status of good: AM Engine
Running.

a.

Clicking the Asset Monitors tab and selecting AMs assigned to this AO
Server will show that the values in the Status column are Not loaded,
enabled.

Click Load all AMs to reload all the enabled asset monitors assigned to
this AO Server.

ﬂ Re-configure the DMS Calibration Integration based on an engineered solution.
Contact ABB technical support for more information.
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PC, Network and Software Monitoring

Use the following procedure to restore PC, Network and Software Monitoring
information:

ﬂ This procedure is only necessary if there are user defined Script, Resource, and
Assembly files in the 800xA System.

1. If user defined Script, Resource, and Assembly files were backed up, copy the
saved files from the safe media to the following directories (assuming the
default directory was selected during installation):

...\Program Files (x86)\ABB Industrial IT\Optimize IT\
PC, Network and Software Monitoring\bin\Configuration\
Scripts\User

...\Program Files (x86)\ABB Industrial IT\Optimize IT\
PC, Network and Software Monitoring\bin\Configuration\
Assemblies\User

...\Program Files (x86)\ABB Industrial IT\Optimize IT\
PC, Network and Software Monitoring\bin\Configuration\
Resources\User directory

SMS and E-mail Messaging

Restore all GSM Device hardware information. Configure the GSM device per the
information recorded on the SMS and E-mail Messaging GSM Hardware Setup
Worksheet during backup.

ﬂ It may be necessary to stop and start the Messenger Server Service in the Service
Structure after the SMS and E-mail Messaging restore operation.

PLC Connect
If either the IEC60870 or Basic Project Objects features were installed:

1. Use standard Windows procedures to access Add/Remove Programs in
Windows Control Panel.

2. Select ABB PLC Connect.
3. Select Change/Modify.
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The InstallShield Wizard for PLC Connect appears. Refer to System S800xA
Installation and Upgrade Getting Started (2PAA111708%) continue install the
desired features.

If the IEC60870 feature is installed refer to System 800xA PLC Connect
Configuration (3BSE035041%) and reload the saved IEC configuration.

To restore the PreTreat2.dll and PreTreat3.dll files:

1.

3.
4.

If the PLC Connect Communication Server Pre Treatment function is being
used in the application, copy PreTreat2.dll and PreTreat3.dll from the backup
location to the same folder as they were backed up from on the PLC Connect
Connectivity Server. If the default folder is used, that location is \AABB
Industrial IT\Operate IT\PLC Connect\Bin.

Register the PreTreat2.dll and PreTreat3.dll files (refer to System 800xA PLC
Connect Configuration (3BSE035041%) for more information).

Restart the PLC Connect Connectivity Server for the changes to take effect.
Restore the VB projects for PreTreat2.dll and PreTreat3.dll.

To restore the PreEvent.dll file:

1.

3.
4.

If the PLC Connect Event Server Pre Treatment function is being used in the
application, copy PreEvent.dll from the backup location to the same folder as it
was backed up from on the PLC Connect Connectivity Server. If the default
folder is used, that location ...\ABB Industrial IT\Operate IT\PLC Connect\Bin.

Register the PreEvent.dll file (refer to System 800xA PLC Connect
Configuration (3BSE035041%*) for more information).

Restart the PLC Connect Connectivity Server for the changes to take effect.
Restore the VB application project for PreEvent.dll.

To redeploy the PLC Connect configuration:

1.

Use the Structure Selector to open the Control Structure in the Plant Explorer
Workplace.

Use the Object Browser to navigate to the first Generic Control Network
object.

Select Deploy in the Aspect List area.
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4. Click Deploy in the Aspect Preview area.

The deploy begins and the progress is displayed in the Aspect Preview area.
The deploy is completed when Deploy ended is displayed.

5. Repeat the procedure for any additional Generic Control Network objects.

800xA for AC 100

Restore the previously documented configurations using the Configuration Wizard
for the following action groups:

e AF 100 Network.
e AC 100 OPC Server Definitions.
*  AC 100 OPC Server Station Filtering.

During pre-upgrade procedure, if you have stored a local copy of the Bus
Configuration Database (BCD) file folder, restore to the required location.

800xA for Advant Master and Safeguard

1. Copy back the saved files
...\ProgramData\ABB\AC400Connect\AdvantBase\Data
\RTA\Init\ folder to the applicable connectivity server in which they belong:

— DATHRI.CD
— DATHR2.CD

— DATHR3.CD

ﬂ Before restoring these files, ensure that the node being restored is running the
same character conversion language used by the node from which the files were
backed up.
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800xA for AC 800M

2.

Restore the MB300 node, network address and REVERSED_SYNCH_MODE
and PU410 redundant cable supervision settings for the RTA board in the RTA
Board Control aspect, using the settings you wrote down before backup.

A restore is required after replacement of the DATHRx.CD files. Ensure that the
RTA board is restarted before being connected to the MB300 network.

For each Connectivity Server, compare the saved files,
AdvDsMasterAdapter.csv and AdvMbAeOPCServer.csv with the installed
version of the files in <installation path>\bin. If any customization was done
to the old files, update the installed version of the files with the corresponding
changes.

800xA for AC 800M
Use the following procedure to restore 800xA for AC 800M information:

1.

The OPC Server Service Account should be set in the OPC Server Setup
Wizard.

Control Builder stores its settings (systemsetup.sys) on disk. Replace the
existing file with the file saved on the safe media. The systemsetup.sys file is
located in the Control Builder working folder.

The OPC Server stores configuration files (*.cfg) and settings
(systemsetup.sys) on disc. Replace these existing files with the files saved on
the safe media. The systemsetup.sys file is located in the OPC Server working
folder. The configuration files are stored in the Files folder in the same
location.

Restore OPC configurations by selecting File > Load Configuration in the
OPC Server Panel.

Restore of Control Builder projects is done by using the ordinary 800xA System
backup/restore utility. This function also includes cold retain files stored by the OPC
Server.

800xA for Harmony

Use the standard 800xA restore mechanism to restore all the Harmony configuration
data that is available in the Aspect Directory.
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800xA for AC 870P/Melody

Use the following procedure to restore existing 800xA for AC 870P/Melody
ConfigServer information:

1. Log in to the 800xA Installer account or an 800xA administrator account on the
ConfigServer node.

2. Use the 800xA for AC 870P/Melody Config backup / restore utility to restore
the Melody Configuration information from a saved backup.

a. Select ABB Start Menu > ABB Industrial IT 800xA > 800xA for AC
870P Melody > Configuration > Restore Configuration.

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%).

b. Click Connect in the 800xA for AC 870P/Melody Configuration
Backup/Restore window.

ﬂ The Connect button manually initiates the connection to the configuration
database using the current Windows account security. This account must have
Administrative access to the system and Configuration Server database.

Refer to the MSSQL file folders for the .bak files generated upon successful
backup.

The last successful backup name is preloaded into the screens Backup/Restore
Backup File name field.

c.  Enter the name of the 800xA for AC 870P/Melody Config Server database
backup file in the Backup File field.

d. Click Restore.

e. If prompted that the system version does not match the backup version,
click OK.

ﬂ If the message Services must be stopped, REBOOT system now
then restart this application! isdisplayed, restart the node and
repeat Step a through Step e.
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f.  Click Exit when the restore operation is complete.

ﬂ After restoring a ConfigServer restart all Config Server and Connectivity Server
sequentially and wait to start the next Connectivity Server until the former
Connectivity Server has finished SQL replication.

This sequence avoids a high Config Server load and replication time-outs due to
parallel replication after a parallel restart of several Connectivity Server.

Batch

This section is only required when using Batch with 800xA for AC 870P/Melody.
Perform the following restore procedure:

1. Import the Functional Structure and Procedure Structure using the
Import/Export tool.

2. Use the Melody Restore Configuration utility to restore the ConfigServer
configuration.

ﬂ Reading from a network drive is not supported. Copy the file to the local disk
first.

3. Restore the Melody Composer project.

800xA for MOD 300

AdvaBuild is the engineering tool used to restore 800xA for MOD 300 control
system information. The AdvaBuild Administrator User Guide (3BUR001977%*)
instruction provides information needed to manage the AdvaBuild projects.

800xA for DCI

e Use the standard 800xA restore mechanism to restore all of the DCI
configuration data to the Aspect Directory.

e Import any customized DCI faceplates using the 800xA Import/Export tool.
If the engineering tool Composer CTK will be restored:

1. Restore the Composer CTK configuration using the standard Restore tool.
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2. Restore the directory .../ctk/800xATagLists using Windows Explorer.

ﬂ If the restore of DCI configuration to the Aspect Directory is not successful, or
becomes corrupted, then the DCI tag list can be re-imported using:

1. Open Control Structure > Symphony DCI OPC Server Network Object.
2. Right-click DCI Tag Import File Name.
3. Select the appropriate xml file DCI Tag Importer > Start.

Basic History Service Data
To restore Basic History Data, use the following steps:

1.  Go to the Maintenance Structure and select the Basic History Backup object
under the Backups, Backup Root object.

2. Select the Backup Info aspect, see Figure 49.

(x| /||| tenter search name) || o Fiker =[5 [[replace || 4R | @ (i) | | Gh| 65 2R
|T: Maintenance Struckure ﬂ Aspects of 'Basic History Backup; 20... | Modified | Desc,.. | Inherited | Categaory name |
~-&g Backup Definitions, Backup Definition Raot Backup Info 2005-12-01 13:3... This... False Backup Info
H Basic History Backup, Full Backup Definitiof ||| Full Backup Type Reference 2005-12-01 13:3... False Full Backup
= @ Backups, Backup Root 2 | Maintenance Struckure 2005-12-01 13:3...  [Main... False Maintenance St...
H Basic History Backup; 2005-12-01; 13-31, 3 Name 2005-12-0113:3... The.. False Mame
@ Synchronization Definitions, Synchronization Cf @Object Tcon 2005-12-0113:3... Icon... False Object Icon

@ Synchronization Packages, Synchronization P4
a Synchronizations, Synchronization Rook

- 9 Syskern Configuration Yersion Definitions, Sys!
@ Syskern Configuration Yersions, Systern Config

@ . v |Basic History Backup; 2005-12-01; 1+ | 5 F =
Status lScope I Storage ] Restore ]
Backup Type: External Services
Basic: History Ready @

Figure 49. Backup Info aspect
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3. Select the Restore tab. See Figure 50 below.

Q b~ |Basic History Backup; 2005-12-01; 1 = | % 5 o

Status] Scope ] Storage  Restore ]

Basic Histary @

[ e |

Cancel Apply Help

Figure 50. The Restore tab

4. Click Apply.

5. The Restore button to the left in the dialog will be enabled. Click the button
and then OK to start the restore.

Information Management

Use the History backup and restore utility to restore the Information Management
History database and synchronize the Aspect Directory contents with the current
Information Management History database configuration.

During the restore, the existing database configuration is replaced by the
configuration being restored. The restore will return all the data in the history logs to
the time the backup was created. Mount points and additional table spaces are
created based on the database being restored.

Oracle data is imported, and the file-based property logs are copied back into the
system. Unless a different mount point is specified, the History database will be
restored to its original location (its location prior to being backed up).
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The History database can be restored from any drive on the workstation, including
any mapped network drives. Running the Restore Utility

To restore a backed up History database:

1.

Verify PAS is stopped. If the PAS is not stopped, Stop all PAS processes (Refer
to the System 800xA Information Management Configuration (3BUF001092%*)
instruction for more information).

Ensure that no third-party applications access the Oracle database during the
restore operation.

Stop the Inform IT History Service Provider:

a. Select the Inform IT History Service Provider object in the Service
Structure in the Plant Explorer.

b. Select the Service Provider Definition aspect.
c. Select the Configuration tab.

d. Disable the Enabled option.

e. Click Apply.

Select ABB Start Menu > ABB Industrial IT 800xA > Information Mgmt >
History > IM Backup and Restore.

For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%).

Verify that the Restore Configuration from the Backup File option, is enabled
in the IM Historian Backup/Restore Utility window.

Click Next. A window for setting up the restore operation is displayed.

Specify the location of the backup files in the Path of IM Historian Backup
field.

Click Next. The HsBAR Output Window is displayed.

Enable the Automatically Close Upon Completion option.

118

3BSE046784-600 B



Section 6 Backup and Restore Information Management

10. After the HsBAR Output Window closes, monitor the progress in the Progress
Status area of the IM Historian Backup/Restore Utility window.

The restore of the system requires an instance that matches the size of the

ﬂ database being restored. When creating the instance, be sure to select Small,
Medium or Large based on the size of the message log in the backup being
restored. Select Large, if the size is not known. The restore operation may fail
with the Oracle Error Message 1652 - Unable to extend tmp segment
in tablespace temp, ifthe wrong size is selected. Repeat the restore with
the correct instance settings if error occurs.

11. Click Next when the button becomes available. The synchronizer part of the
restore process starts now.

12. Click Finish when a message stating that the execution is complete, is
displayed.

I R T o I T IE IR TN IO L SRR I T I s
145745
14:57:45 Click Finizh' to exit the application

4| | »

[Catice |
< Back I Finish I Cancel

Figure 51. Execution is Complete Message

If the Progress status dialog box has warning messages with possible solutions as
indicated in Figure 51, read the possible solutions carefully, then click Finish and
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proceed with the solution that best fits the problem. Refer to the Information
Management Release Notes for further guidelines.

IM Historian Backup,/Restore Ukility

Progress Status

X

1

145735
145736
145736
145736
145733
14:57:40;
145745
145745
145745
145745
145745
145745
145745
145745
145745
145745
145745

HiztSpnc: Updating LogSet3, Inform IT History Log Set
HiztSync: Updating LogSet?, Inform IT History Log Set
HiztSpnc: Updating LogSetd, Inform IT History Log Set

[

HistSync: Updating $HSIMMSGLOG_IP_10_126_0_128-1-0. Inform IT History Messzs

HiztSpnc: Updating $HSFinishedReparts-1-o, Inform | T History Repart Log

Ewecution of Hiztory Sync iz complete,

Walidating AP Source Infarmation..[250)

WARMIMG: 2 hiztory loge did not match what iz in the azpect spsteml!

Pozzible Saolutiohs:

1] Run 'heDBMaint -checkDB' to determine which logz are not matched
and 'hzDBMaint -clean’ to remaove thoze logs fram the historian

2] Repeat gyztem restore procedure and ensure that all control objects
have been properly restored into the system.

3] Run IM Hiztorian Backup/Restore ool in numeric log synchronize mode
and recannect hiztory lags to exristing contral objects

Click 'Finizh' to exit the application

Cancel |

< Back I Firizh I

Cancel

Figure 52. Progress Status Dialog Box

Restoring Other Information Management Related Files

There are several other files related to Information Management that need to be
restored as part of total system restore.

More detailed instructions for this procedure can be found in the section of
restoring individual Information Manager applications, in the appropriate
Information Management instruction.

*  History Archive Data: For each archive device, copy the appropriate folders
from the safe media to the location specified by the Device Filename. Copy the
archive status information to:
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C:\ProgramData\ABB\IM\Archive

*  Reports: Restore any report template files created in Microsoft Excel,
DataDirect, and/or Crystal Reports. Also restore report output files created as a
result of running these reports via the Scheduling Services.

*  Desktop Trends: Restore trend display, ticker display, and tag explorer files.

»  Display Services: Restore the directories for custom users, as well as display
and user element definitions.

* DataDirect: Restore custom text files for object, object type, and attribute
menus used on the DataDirect windows.

For more information refer Information Management Server on page 181.

ﬂ At the end of this restore process, PAS has to be started again. Verify the ABB
process administration process is set to automatic and the start the process.

Process Engineering Tool Integration

Use the following procedure to restore Process Engineering Tool Integration
information:

Restore the backed up data directory (saved prior to backup of the system) to the
installed directory of Process Engineering Tool Integration.

Assuming the default directory was selected for Process Engineering Tool
Integration installation, restore the entire Xml directory contents to:

...\Program Files (x86)\ABB Industrial IT\Engineer IT\Engineering Studio\Process
Engineering Tool Integration\Xml

800xA for IEC 61850

Restore the backups of the IEC 61850 CET OPC Server projects. Refer to Section 6
of System 800xA IEC 61850 Configuration (9YARD171387%).

ﬂ Handling of IET/CCT projects and PCM 600 projects is not described here as
they are external tools contributing to the IEC 61850 workflow. They do not
reside on 800xA System nodes.

How to make a Full Backup

Follow the recommendations below to make a Full Backup.
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1. Create a Full Backup Definition object with definitions of scope and storage
settings.

2. Configure the Backup Definition aspect.

3. In the aspect, select the Summary and Start Backup tab and click the Start
Backup button to start the backup.

4. A new Full Backup object is created when the Full Backup is running. It will be
created in the Maintenance Structure under the Backups object. It will be called
<Backup Definition Name>; <Date>; <Time>. For an example of the path, see
Figure 53 on page 123.

ﬂ <Backup Definition Name> is the name of the Backup Definition object the
backup was created from. <Date> it the date when the backup was started.
<Time> is the time when the backup was started.

A backup consists of a BackuplInfo.xml file, and a set of files containing actual
backup data. The backup object has a Backup Info aspect, with Scope, Storage, and
Status tabs.

Warning messages occur if there are any undeployed graphic or faceplate
elements. They are seen in the Backup Info Aspect and recorded in the Backup
log file. These warnings do not need to be acknowledged.

Backup Object

The Storage tab shows the node on which the backup was made. It also displays the
backup path and the size of the backup.

122 3BSE046784-600 B



Section 6 Backup and Restore Backup Service

If the backup is copied to a media, for example a CD or DVD, the media code can be
entered in this dialog as well. See Figure 53 below.

# MyBackup; 2005-03-08; 09-34 526msec : Backup Info
I, ~ |MyBackup; 2005-03-08; 09-34 526m - | & & -

Status ] Scope

Run backup on node: |

Backup path on node: |

Backup size on disk: |

Media Code: | AAAAA-BEBEE_BBE-021125

| | Help

Figure 53.The Storage Tab of the Backup Info Aspect

The Status tab displays the progress and status of an ongoing backup as well as the
status of a finished backup. The log file can be displayed on a finished backup.

ﬂ Aspects and objects are restored from the Configuration Wizard,
and not from this tab.

Backup Service

The Backup Service runs on each aspect directory server node in a service group.
The Backup Service is not redundant, but the different backup service providers
enable backups to be run on different nodes.
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Backup Service Provider Definition Aspect

It is possible to make specific configurations of the Backup Service Provider object.
Select the object in the Service Structure. Go to the Service Provider Definition
aspect and select the Special Configuration tab. See the figure below.

0 % - |BackupService_Basic_TICCD1:Servicnj ﬁ ’(? % - -

Identification | Configuration Special Canfiquration | status |

Path definition

-,
Backup path: | HBACKUP

Free disk space limit

| )| 400 ﬂ ME

Low disk space warning limit

I_)ll 2,000 ﬂMB

| Help

Figure 54. Special Configuration Tab

In the Path definition area a root directory (Backup Path) for all backups can be set.
It is made by the Backup Service provider. The default value for the path is set in the
Storage Path area under the Configuration tab of the Service Definition aspect.

ﬂ The disc that the backup runs on should be on the local workstation.

It is also possible to specify a Free disk space limit. The backup service guarantees
that this amount of disk space is free after any backup is made.

If the limit is passed during a backup, the backup operation will fail and an error,
as a system message and an audit trail, will be issued.

A low disk space warning limit can also be specified in this tab. If there is less disk
space available than the limit, a warning is issued as a system message and an audit
trail is issued.

The Identification, Configuration and Status tabs are standard tabs available for
all service providers.
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Scheduling a Backup

Scheduling a Backup

Scheduler.

Scheduled 800xA System backups cannot be aborted from the Application

Full Backup Definition objects can be scheduled. Select the Scheduling Structure
and configure what to schedule in an action aspect. Scheduling is a System

Extension which has to be installed.

&8 SEVST-W-0000609 System // Plant Explorer Workplace

Isolated: ¥

Actian:

Priceicy: 1

| |3 [ Enter search name) ]| [NoFiter <5 [Replace 1| 3| @ (3| %4 3

E;- Scheduling Structure j | Aspects of 'Job Description’ | Modied | Desc... | Inherited | Cakegory name |

[= 95 Schedules and Jobs Ackion Aspect 2003-05-28 16:2...  Sped... Fase Ackion Aspect

= Ev Job Descriptions Job Description Type Reference 2003-05-28 16:2.., False ot Description
%) Job Description, Job Description (| 2 Name 2003-05-25 16:2... The.. Falss MName
@ Rurcing Jobs B obiect Ieen 2002-11-27 18:1...  Icon... True Object Teon
Scheduling Definition 2003-05-28 16:2..,  Defin... False Schedulng Defi.. .

B Scheduling Structure 2003-08-28 16:2,., [Sch.., Fase Schedulng Stru...
(¢ ] [#] | Job Description:Action Aspect =% F3 -

Time Limk {seconds): 30

Atbempis: 1

Select Backup Definition Dbject for scheduled backup

[aspect Data 2

Figure 55. The Action Aspect

=l

System Messages: | DECMIEEE -

In the example above, a Backup Definition object called Aspect Data 2 is selected

to be scheduled.

For more information about scheduling, see the System 800xA Administration and

Security (3BSE037410%) instruction.

How to make a Restore

It is important to follow the instructions and recommendations below before starting
a restore procedure. The restore will recreate an equivalent system, after a node
failure. It is also a recommended way to transfer data between one version of the

system to another during an upgrade.
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Preparing the Restoring Process

A restore of a 800xA System is performed from the Configuration Wizard.

The same or a later version of the 800xA system and all System Extensions that was
installed when the backup was done, need to be installed when the system is being
restored. Make sure the right processes are running and that no system exists.

ﬂ The processes are AfwTraylcon.exe, AfwSMClient.exe and
AbbClientLicenseProvider.exe

Restoring a Backup Containing Aspect Data
1. Open the Configuration Wizard.

2. Select Restore System and click Next in the Configuration Wizard.
See the figure below.

B Configuration Wizard =

Select Type of Configuration

Please choose which task to accomplish by selecting appropriate icon and pressing -.:
Mext

Ackion | Description |
Q7 System software User settings  Windows Users and Groups used by the System software
-',_',—fSystem Adminiskration Start, stop, delete and maintenance of system

I_: Start Server Starts all manually started systems on a server

astop Server Stops all systems running on a server
B%Create Syskem Creates a new syskem

WRestore Syskem Restores a saved system

:‘l‘Maintenance Maintenance for Process Portal &,
[ applog Applog settings

% Connect Node Connect this computer to a system

Figure 56.The Configuration Wizard - Restore System

The restore functionality is used to restore backups containing Aspect Data. It is
available from the Configuration Wizard, see Figure 56. The Configuration Wizard
is the only way to restore Aspect Data.
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Backups with only Service Data, on the other hand, can be restored from the Backup
Info aspect when the system is running.

@ Configuration Wizard

System Directories Selection

The system directories have to be selected before restore is started. The
directories must not exist

System paths

Server data: I C:\OperatelTDatal
Server data2: I C:\OperatelTDatal
Project data: I C:\OperatelTDatal
Workplace data: I C:\OperatelTData1\Temp

~System identity
" Use the same system id

(* Generate a new system id

Enter system name: I MyMewSystemMName

View Log ... | < Back I Mext = I Cancel | Help |

4

Figure 57.The Restore Selection in the Configuration Wizard

You need to specify the path to a location of the backup. Specify the root directory
and the application will search for backups below the root. Available backups will
be shown in a list.

Finding the Backup Files

1. Click the Select Path button (Figure 57) to enter the path for available
backups.

2. Click OK to close the dialog and the tree will display available backups. If the
same backup is found more than once you will get a warning and the first one
found will be used.

To get more detailed information about the selected backup in the tree, click the
View Info button and an Information dialog will be displayed.
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Selecting a Backup to Restore

Select one backup to be restored in the tree view to and click Next. From the
selected backup, the aspect directory is restored. During the restore it is possible to
generate a new system id and System Name for the restored system. This is not
needed if no changes will be made. Click Next, see the figure below.

£ co nfiguration Wizard

System Directories Selection

The system directories have to be selected before restore is started, The
directaries must nok exist

Syskem paths

Server data: | Ci\OperatelTDatal |
Project data: | Ci\OperatelTDatal |
workplace data: | C:\OperatelTDatal| Temp |

Syskem identity
(O Use the same system id

@ Generate a new syskem id

Enter system name: MyMewSystemMame
[ < Back ” Mext = ] [ Cancel ][ Help

]

Figure 58. Configuration Wizard - Restore to New System

ﬂ If a backup will be restored to the same network as the original system is running
on, it is necessary to generate a new system id and name during restore. Two
systems with the same id and name can not exist in the same network.

If the restore runs in a different system than the backup was made in, a primary node
in the backup system must be remapped to the node your are running the restore on.
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Finding the Backup Files

You remap a node by right-clicking the node in the restored system, and changing
the node name. See the figure below.

E o nfiguration Wizard

Node Configuration

Restare must be performed on one of the primary nodes in the backup.

Primary nodes:

MNodes in restored system | Original nodes in backup

MEWHNODELOD AIPIDOG4
MNEWNODELDZ AIPIDOZ7
MNEWNODELD3 AIPIDOZE

Secondary nodes:

MNodes in restored system | Original nodes in backup

REWHODELO4 AIPIDOES
REWHODELOS AIPIDO06
NEWNODELDE AIPIDO21
HEWHEBETE? AIPIDOL3

[ < Back. ” et = 1 [ Cancel ][ Help ]

Figure 59. Node Configuration - Other Node

3.

Click Next.
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E o nfiguration Wizard

Apply Settings

Configuration wizard will configure the system according to the Following -.

specification:

F*Summary info of selections***
SystemMame: AIPIDOG] System
SystemDescription: The system as created by the Configuration Wizard
ServerData: C:\OperatelTDatal
ProjectData: Ci\OperatelTDatal
WorkplaceData:  C:\OperatelTDataliTemp
Backuphame: Wasa AE testbackup; 2004-04-07; 16-23
BackupPath: C\BACKUPYWasa AE testbackup; 2004-04-07; 16-23}BackupInfo.xml
Modes:
Mode: has been mapped to node;
AIPIDOA1 SEYST-W-0000609
[ < Back ][ Finish ] | cancel [ Help

Figure 60.Apply Settings

4. Click Finish to complete the restore.

The Restore is not completed until the Aspect Directory is restored. The system is
running when restore is finished.

Upgrade Older Versions

Backups of older versions of the 800xA System will show up in the backup list in
the Restore Selection dialog, (Figure 57), in the same way as backups from a system
of the same version.

It is possible to restore backups from an earlier version to a later version of the
system. After the restore an upgrade procedure will be performed to convert data.
See also the System 800xA Upgrade (2PAA111694%*) instruction.

ﬂ Before the restore is started you will get a report of what your restore will
include. It also includes information about restoring from an older version i.e.
doing an upgrade.
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System Configuration Version

The System Configuration Version is created in the same way as a full backup.
The only difference is that the object type name is System Configuration Object
Type. The System Configuration Version is not configurable.

1. Select the System Configuration Version Definition object in the Maintenance
Structure.

:.ﬁ\wstSSd Product System // Plant Explorer Workplace - |E| il
hz” £ ||§|I (Enter search name) j“No Filter =P ||Rep|ace ;” ﬁ| 9 i | ) | ‘&“gﬂ
I'Ed Maintenance Structure j Aspects of ‘System Configuration Ve... | Modified I Desc... | Inherited I Category name
E‘_g Backup Definitions, Backup Definition Ro Backup Definition 9jefz004 12:57:1... This... False Eiackup Definition
)

bi aspect directary hackup, Full Backup E‘Malntenance Skructure 5/19/2003 4:27:4... [Main... False Maintenance St...

H‘ Full Backup, Full Backup Definition *Mame 5/19/2003 4:27:4... The.. False Name
E\-@ Eackups, Backup Root @Ob]ett Icon 8/27/2004 4:28:3... Icon... False Ohbject Icon

H Aspect directory backup; 2004-09-02 Systemn Configuration Yersion Defi,,,  10f3/2003 12:17:, ., False System Configu...

E; Synchronization Definitions, Synchronizal
@ Synchronization Packages, Synchronizati

g Synchronizations, Synchronization Roaot
[=E 9 System Configuration Yersion Definitions

-, System Canfiguration Version Definiti “0 [, = [Srstem Corfiguration Yersion Definiti =] % & -
@ System Configuration Yersions, System

Scope I Storage  Summary and Stark backup I

The definition of this system configuration version is:

Scope: Current version of aspect and object is included in this definition
Service with external data: EBasic History System Message

Backup service provider: BackupService_Basic_PPAIDL1

Mode: PRAID1L

Path: C{BACKUP

Avallable free disk space: 20192

Lser name: PPADCOG ppaservicel

System name: w435d Product System

| Create System Configuration Yersion, ., I

> | > cance| | Apply | Help |

| | & - Praservice 1 I

Figure 61. System Configuration Version Definition

2. Select the Backup Definition aspect and set a version identity in the Summary
and Start Backup tab by clicking the Create System Configuration
Version.. button. See the figure above.

3. The tab includes information about Scope, Services, Node and Path etc.
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4. Click the Create System Configuration Version button. A dialog is displayed
where you enter the version. Click OK.

5. There is now a complete version of the system with an ID.

The restore process for a System Configuration Version works in an ordinary way,
see Restoring a Backup Containing Aspect Data on page 126.

Warning and Error Messages

The warning and error messages that can be generated by the 800xA backup/restore
utility are described in the following topics. Suggested solutions are also provided.

Failed to serialize aspect

Example

Tue Jul 01 08:41:03 2003 [Error]: Failed to serialize aspect 'Operator Messages
Link Display' on object "'Web System Workplace'

Reason

It is not possible for the Backup function to save the aspect data.

Solution

Check in the system for the behavior of this aspect.

ASO object class xxxx did not implement IAfwAspectSystemObject. Failed to
create ASO. Forgot to register dll?

Example

Tue Jun 10 19:02:17 2003 [Error]: ASO object class {7B7A13B3-8BB4-42A3-
8289-987C579797C2}did not implement IAfwAspectSystemObject Failed to create
ASO. Forgot to register dll?
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Reason

This often occurs when a system extension is used, but not installed on the node
from where the backup is taken. It can also happen if an update of a system
extension has been installed, but not added to the system.

Solution

Install and add all system extensions on the node from where the backup is taken.
Make sure that the correct version of the system extension is installed.

UnplacedObjects.afw

Example
[Warning] c:\PPABackup\MyBackup\UnplacedObjects.afw created

Reason

During backup process, the backup tool goes through all structures, if there is an
object that doesn't exist in any structure, it will placed in UnplacedObjects.afw and
write a warming in the backup log, therefore, UnplacedObjects.afw is used for all
objects which miss structure.

Solution

Check if there is any important object in UnplacedObjects.afw. If there is an
important object in UnplacedObjects.afw, your backup is considered to be not
complete. In such case, investigate what kind of object it is, and try to repair the
system. One solution could be to add the object into the structure it should belong
to. Take another backup.

The system cannot find the path specified

Example

Error detected for aspect 'Empty A3P' of object 'Document Manager
Templates/Document Manager File Templates/Drawings'

Tue Jun 08 00:43:30 2004 The system cannot find the path specified.
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EbServiceHandler: Object Id = {9AFACBA5-6B6A-462A-9EDF-78765740CD52},
Aspect Id = {89F8A8C4-10F7-4874-B77D-A8E6445D5C93 }

EbServiceHandler: Failed to load document into stream!

Reason

When the backup was taken, the FSD cache was set too low. All data has NOT been
backed up. There should be warnings in the System Event list about overflow in the
Fsd cache.

Solution

Increase the Fsd Cache size (for all nodes).
System Extension "xxxx” with id ‘Guid’ is not installed on this node

Example

System extension 'Engineering Base' with id {B775BEA4-7859-4649-AE16-
901790822886} is not installed on this node.

Reason

There is a system extension, which is not available in the node where the backup is
taken, or which is not properly removed. The latter can be the case if AC800
Connect has been upgraded and the old version is still registered in Industrial IT
800xA.

Solution

Use a backup node where all system extensions are installed.
Graphic aspect = xxx cannot be imported

Example

Mon Mar 29 19:52:32 2004 [Error]: Object = WI Mezzanine Deck, graphic aspect =
Page Prev cannot be imported. Source directory =
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d:\OperateITData\Temp\ActiveGraphics\{ §00BA917-3D7F-44B6-B647-
90C4B06A98FA } .restore.2.

Reason

Could be different reasons.

Solution

Check the source directory specified in the error message. The log file in this
directory should give some hints of what caused the problem.

Too many aspects of category

Example

Sat Jun 05 17:04:33 2004: Too many aspects of category 'Name' on object
'{82416BDF-5464-4422-A443-35E08E1065BE}'

Sat Jun 05 17:04:34 2004: Import/Export Error: Object {82416BDF-5464-4422-
A443-35E08E1065BE} ({82416BDF-5464-4422-A443-35E08E1065BE}) -
E_AFW_AD_TOO_MANY_ASPECTS (0x8abb081b) To many aspect of a specific

type.
Sat Jun 05 17:04:34 2004: Failed to restore file C:\BWSC\BWSC Full Backup;

2004-06-03; 03-00\Control Structure28.afw. The importer returned hr =
0x8abb081b

Reason

The system was inconsistent at backup time (there were more than one aspect of
category 'Name' on an object). The backup does not react on this, but restore will
fail. The restore part will be fixed in a later release (it will be possible to import such
an object, but a warning will be granted).
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Solution

Open the file (in this case Control Structure28.afw) with the old import/export
utility (<Install path>\bin\AfwImportExport_obsolete.exe), search for the aspect
category and manually remove one of the two aspect categories.

Aspect category is missing

Example

Sat Jun 05 16:41:27 2004: Aspect '{506D9D24-E22A-4EDB-AFB0-
0753B6DB6990}' on object 'SoftPoint Object Types' cannot be restored because the
aspect category is missing

Sat Jun 05 16:41:27 2004: Objectld: {9574CC3B-0ESE-4B14-A83E-
F483CCDE6E44}

Sat Jun 05 16:41:27 2004: Aspectld: {506D9D24-E22A-4EDB-AFB0-
0753B6DB6990}

Reason

One or more aspect category has been removed, while there are aspects of that
category still in the system. This inconsistency was present in the system when the
backup was taken.

Solution

If the aspect category has been removed then these aspects may not be of interest
any more. Check if the aspects are needed. If not, ignore this message.

Unknown transaction error

Example 1
Mon Apr 19 13:39:40 2004: Unknown transaction error

Reason

If this is the only error message, there is probably a problem with some windows
resources.
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Solution

Check your windows resources.

Example 2

Mon Jun 28 08:37:08 2004: Loading C:\BACKUP\Full Backup; 2004-06-23; 10-
3NAspect System StructureO.afw ...

Mon Jun 28 08:37:09 2004: Aspect 'Batch Management Operation' on object 'Batch
Management Documents' failed to unserialize itself.

Mon Jun 28 08:37:09 2004: Objectld: {814786F8-E6CC-44B0-9A2A-
1787FADDFEG6F}

Mon Jun 28 08:37:09 2004: Aspectld: {2CE41978-DE94-44AC-9D38-
B216FBA93C3A}

Reason

It is not possible for the Restore function to restore the aspect data with no solution.
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Introduction

This section describes the general procedure that must be performed in order to
recover from a node failure in a complete 800xA System (including all functional
area information).

Recovery Paths

The three possible recovery paths discussed in this section are:
*  Reinstall Like New on page 139.

*  Reinstall and Restore on page 140

*  Recover Node on page 140

The path chosen depends on the amount of information available for the node and
hardware being replaced.

Reinstall Like New

This is the recommended path when no acceptable disk image or backup of system
function information is available.

Software will need to be installed on the replacement node like it is being installed
for the first time.

The general installation procedure is:

1. Clean (format) the repaired or replacement node.

2. Install the appropriate Windows operating system.

3. Install the removable media containing the system planner file for this node.
4

Install the System Installation Program.
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5. Start the System Installation Program.
6. Following the instructions to load the:
a. Remaining Windows software.
b. Required third party software.
c.  Required 800xA software.

Refer to the System 800xA Installation and Upgrade Getting Started
(2PAA111708%*) instruction for more detailed information.

Reinstall and Restore
This is the recommended path when:

*  No acceptable disk image exists but an acceptable backup of the system
function information resident to the failed node is available. Use the Backup
and Restore functions and/or the Import and Export functions to recover the
required function (IM, Batch etc.) information

_Or_

*  An acceptable disk image is available but the whole node needs to be replaced
and the replacement is not identical (hard disk drives are too small) to the failed
node. Use the disk imaging software to recover the required information from
the disk image.

Software will need to be installed on the repaired or replaced node like it is being
installed for the first time (Refer to Reinstall Like New on page 139).

Refer to System 800xA Installation and Upgrade Getting Started (2PAA111708%)
instruction, for more detailed information.

For detailed information about Backup, Restore, Import, and Export function see
Section 6, Backup and Restore and Section 5, Import/Export.

Refer to the documentation provided with the disk imaging software for detailed

information about recovering data from a disk image.

Recover Node
This is the recommended path when:

*  An acceptable disk image is available.
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- and -

* Anidentical node (hard disk drives may be larger) is used to replace the failed
node or only the hard disk drive needs to be replaced.

Use the following information and procedures to recover the node.

Disk Image

A node specific disk image should be taken after the 800xA system software has
been installed and the post installation setup procedures have been performed. The
creation of this image is discussed in the 800xA System Installation instruction.
Restoration of this disk image will recover all the information and software
components that were installed when the image was taken. These components are
the operating system, third party software, 800xA software, some function specific
information, etc.

Make a disk image of each node after the operating system and all third party
software is installed. For some applications, especially Information Management, it
is important to make a disk image of each disk that holds configuration and/or
application data. For example, the history database may be distributed on two or
more disks.

Make another, separate disk image of the node after all 800xA System software has
been installed and post installation setup procedures have been performed.

A FAT partition may be required if using certain disk imaging utilities; however,
most disk imaging software now supports FAT or NTFES.

Combined Node Types

The following combinations of node type, connectivity software, and application
software are allowed in 800xA systems.

*  Aspect Server and Connectivity Server software.
*  Batch, Information Management, and Asset Optimization software.

*  Single node engineering system.
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When replacing these nodes, restore the base node type first and then restore
connectivity and application specific information.

Aspect Server

The Aspect Server is the central part of an 800xA system. Most 800xA systems are
engineered to contain redundant Aspect Servers because recovering fully from
losing the only Aspect Server in a single Aspect Server system is very complicated.
Optimally, the Aspect Server should not contain other Connectivity Server or
Application Server software with the exception of Central Licensing System,
Engineering Studio software and SMS and E-mail Messaging.

Use the following procedures to restore a failed redundant Aspect Server.
To restore a redundant Aspect Server:

1. Repair or replace the failed node.

ﬂ The following steps should be considered while replacing an Aspect Server node
in a system:

1) Delete the Event Storage provider that will be replaced.
2) Add a new Event Storage provider.
2. Remove the failed node from the Domain:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b.  Select the active domain.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.

i.  Select Delete on the pop-up menu.
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j-  Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of IP_address_in_reverse_order.

k. Right click the failed node (listed as last segment of IP address).
1. Select Delete on the pop-up menu.

Physically disconnect the failed node from the network.

Restore a previously saved disk image.

Remove the node from the domain on the node itself.

AN

Connect the node to the network and to the Windows domain.
ﬂ Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

7. Open the Configuration Wizard on the node being restored and select Connect
Node.

8. Select the appropriate Aspect Server. This will connect the restored node to the
800X A system.

9.  Verity connection with the Service Connection Viewer (use the appropriate tray
icon).

10. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

11. When restoring a CLS Client node, it may be necessary to reselect the CLS
Server node using the License Status Viewer window.

12. When restoring the CLS Server software it may be required to reload the
800xA licenses:

a. Select ABB Start Menu > ABB Industrial IT 800xA > System >
Licensing> License Entry.
ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%*).

b.  Select the file containing the licenses from the 'Load/Replace Licenses'
under the File menu.
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Connectivity Servers

The following types of Connectivity Servers are described in this replacement
procedure.

*  800xA for AC 800M.

*  FOUNDATION Fieldbus.

*  PROFIBUS and HART.

*  800xA for Advant Master.

*  800xA for Harmony.

*  800xA for AC 870P/Melody.
*  800xA for MOD 300.

*  800xA for SafeGuard.

800xA for AC 800M

800xA for AC 800M nodes can contain the following software:
e 800xA for AC 800M (on all AC 800M nodes).

*  OPC Server for AC 800M.

*  Control Builder M.

800xA for AC 800M

To restore individual 800xA 6.0 AC 800M Connectivity Server nodes:
1. Remove the failed node from the domain.

2. Disconnect the failed node from the network.

3. Restore the saved disk image to the replacement node.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

Verify the reverse and forward lookup zone for the DNS are running.

144
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4. Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.
c. Select Computers.
d. Right click the name of the failed x.
Select Delete on the pop-up menu.
f.  Open Control Panel > Administrative Tools > DNS.

g.  Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

j-  Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.

1. Select Delete on the pop-up menu.

Connect the replacement node to the network.

Configure the name of the replacement node to be the same as the failed node.
Add the replacement node to the domain.

Confirm that the name and IP address are correct for the replacement node.

A

Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

10. Open the Configuration Wizard on the node being restored and select Connect
Node.

11. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

12. Verify connection with the Service Connection Viewer (use the appropriate tray
icon).
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13. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

14. Reset any objects, programs, etc. that were left in an undesirable state to a state
that will allow normal operation. For example, if the failure occurred while a
backup was in process, the backup dialog should be closed. Refer to the
appropriate functional area documentation for more information.

15. Reboot the failed node to ensure that all processes startup properly. Refer to the
appropriate functional area documentation for more information.

OPC Server For AC 800M
If OPC Server for 800M software was installed on the repaired/replaced node:
1. Start the OPC Server Setup Wizard on the repaired/replaced node.

2. Configure the appropriate OPC Server for AC 800M settings (Service
Account) to the same values used on the repaired/replaced node.

3. Copy the backed up OPC Server configuration files (*.cfg file extension) to the
working directory (C:\ABB Industrial IT Data\Control IT Data\OPC Server for
AC 800M\ Files for example).

4. Copy the backed up system setup file (systemsetup.sys) to the working
directory (C:\ABB Industrial IT Data\Control IT Data\OPC Server for AC
800M for example).

Control Builder M
If Control Builder M software was installed on the failed node:
1. Start the Control Builder M Setup Wizard on the repaired/replaced node.

2. Configure the appropriate Control Builder M settings (Language) to the same
values used on the repaired/replaced node.

3. Copy the backed up system setup file (systemsetup.sys) to the working
directory. The working directory is usually C:\ABB Industrial IT
Data\Engineer IT Data\Control Builder M Professional.

FOUNDATION Fieldbus
Use the following procedures to restore FOUNDATION Fieldbus nodes.
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Nonredundant Aspect Server Containing Local HSE Subnet Configuration. To
restore an individual nonredundant Aspect Server node:

1.

2
3.
4

Remove the failed node from the domain.

Remove the failed node from the network.

Repair or replace the failed node.

Restore the saved disk to the replacement node.

In case of a completely new installed system node, which replaces the existing

@ node, the used Device Types must be re-installed via Device Library Wizard.
Refer to Device Management & Fieldbus on page 103 for details, how to re-
install Device Types on a system node.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

Verify the reverse and forward lookup zone for the DNS are running.

Remove the failed node from the Domain Server files:

a.

c o

o

=

Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

Select the active domain.

Select Computers.

Right click the name of the failed node.

Select Delete on the pop-up menu.

Open Control Panel > Administrative Tools > DNS.

Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

Right click the failed node.
Select Delete on the pop-up menu.

Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of IP_address_in_reverse_order.

Right click the failed node which is listed as last segment of IP address.

Select Delete on the pop-up menu.
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6.

7.

10.

11.

12.

13.

14.

15.

Configure the node to have the same DNS name and IP address as the failed
node.

Connect the node to the network and to the Windows domain.

Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

Open the Configuration Wizard on the node being restored and select Connect
Node.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

Reset any objects, programs that were left in an undesirable state to a state that
will allow normal operation. Refer to the appropriate functional area
documentation for more information.

Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.

Restore application-specific information from the most recent node backup.

Nonredundant Aspect Server (HSE Subnet Configuration on different node).

Simply restoring a recent 800xA system backup can possibly overwrite actual HSE
Subnet configuration changes.

To determine whether the 800xA system backup contains the latest configuration
changes and restore a nonredundant Aspect Server:

1.

Open a Plant Explorer workplace on another node containing the HSE Subnet
configuration.

Select the Control Structure.
Select the HSE Subnet\FFUpload aspect.
Select the HSE Upload tab.
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10.
11.

Check the time found in the Version Information\HSE Subnet field.
Determine if any changes have been made from the time the backup was made.

If the 800xA system backup does contain the latest configuration changes,
proceed to the next step. If the 800xA system backup does not contain the latest
configuration changes, copy all files (*.pro, *.bak, *.log files and the
libraries.hwm file) from HSE Subnet configuration folder to a temporary folder
and then proceed to the next step.

Remove the failed node from the domain.
Remove the failed node from the network.
Repair or replace the failed node.

Restore the saved disk to the replacement node.

In case of a completely new installed system node, which replaces the existing

@ node, the used Device Types must be re-installed via Device Library Wizard.
Refer to Device Management & Fieldbus on page 103 for details, how to
re-install Device Types on a system node.

If an error message is received while trying to login after the node is restored,

Verify the reverse and forward lookup zone for the DNS are running.

ﬂ remove the node from the domain and then add it to the domain.

12.

Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b.  Select the active domain.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

3BSE046784-600 B

149



FOUNDATION Fieldbus Section 7 Single Node Replacement

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

J- Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

13. Configure the node to have the same DNS name and IP address as the failed
node.

14. Connect the node to the network and to the Windows domain.

Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

15. Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

16. Open the Configuration Wizard on the node being restored and select Connect
Node.

17. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

18. Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

19. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

20. Reset any objects, programs that were left in an undesirable state to a state that
will allow normal operation. Refer to the appropriate functional area
documentation for more information.

21. Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.

22. Restore the most recent 800xA system backup.

23. If the 800xA system backup did not contain the latest configuration changes,
copy all files (*.pro, *.bak, *.log files and the libraries.hwm file) from
temporary folder to the HSE Subnet configuration folder. Overwrite the
existing files.
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Redundant Aspect Server (or Any Node) Containing Local HSE Subnet
Configuration. The general restore procedure restores only 800xA System data of
the node (e.g. for a redundant aspect server). The HSE Subnet configuration data
must be restored manually.

1.

2
3.
4

Remove the failed node from the domain.

Remove the failed node from the network.

Repair or replace the failed node.

Restore the saved disk to the replacement node.

In case of a completely new installed system node, which replaces the existing
node, the used Device Types must be re-installed via Device Library Wizard.
Refer to Device Management & Fieldbus on page 103 for details, how to re-
install Device Types on a system node.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

Verify the reverse and forward lookup zone for the DNS are running.

Remove the failed node from the Domain Server files:

a.

=3

o a o

=

Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

Select the active domain.

Select Computers.

Right click the name of the failed node.

Select Delete on the pop-up menu.

Open Control Panel > Administrative Tools > DNS.

Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

Right click the failed node.
Select Delete on the pop-up menu.

Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of IP_address_in_reverse_order.

Right click the failed node which is listed as last segment of IP address.
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6.

7.

10.

11.

12.

13.

14.

15.

1. Select Delete on the pop-up menu.

Configure the node to have the same DNS name and IP address as the failed
node.

Connect the node to the network and to the Windows domain.

Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

Open the Configuration Wizard on the node being restored and select Connect
Node.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

Reset any objects, programs that were left in an undesirable state to a state that
will allow normal operation. Refer to the appropriate functional area
documentation for more information.

Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.

Restore HSE Subnet configuration manually from a recent 800xA system
backup:

a. Create and share the folder for the HSE Subnet configuration of Fieldbus
Builder FF according to the instructions in the 800xA - System, Post
Installation Setup instruction.

b.  Select directory of the most recent 800xA system backup. The node and
path of the backup is shown on the Maintenance Structure\Backup
object\Storage tab in the Plant Explorer Workplace.

c.  Verify that the directory contains a folder with the name 1B0397BA-
124C-4A0A-B3FE-AEE68ESEDF96. The number is the GUID of the
FBBFF system extension and is identical for all system versions.
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d. Copy all *.pro files from that folder to the HSE Subnet configuration
folder.

e. Remove the ReadOnly attribute from all the *.pro files copied to the HSE
configuration folder.

Redundant Aspect Server (HSE Subnet Configuration on different node).
Refer to FOUNDATION Fieldbus on page 147.

FOUNDATION Fieldbus Connectivity Server (OPC Server FF), Redundant
FOUNDATION Fieldbus Connectivity Server (OPC Server FF), FOUNDATION
Fieldbus Connectivity Server as part of any combined server (CS + AS, CS +
AS + AO). To restore a FOUNDATION Fieldbus Connectivity Server:

1. Remove the failed node from the domain.
2.  Remove the failed node from the network.
3. Repair or replace the failed node.
4

Restore the saved disk to the replacement node.

In case of a completely new installed system node, which replaces the existing

@ node, the used Device Types must be re-installed via Device Library Wizard.
Refer to Device Management & Fieldbus on page 103 for details, how to
re-install Device Types on a system node.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

Verify the reverse and forward lookup zone for the DNS are running.

5. Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.
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c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open

g. >DNS.

h. Select DNS\primary_domain_controller_name\Forward Lookup

Zones\domain_name.
1. Right click the failed node.
j-  Select Delete on the pop-up menu.

k.  Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

1. Right click the failed node which is listed as last segment of IP address.
m. Select Delete on the pop-up menu.

6. Configure the node to have the same DNS name and IP address as the failed
node.

7. Connect the node to the network and to the Windows domain.

ﬂ Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

8.  Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

9. Open the Configuration Wizard on the node being restored and select Connect
Node.

10. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

11. Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

12. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.
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13.

14.

15.

16.

17.

Reset any objects, programs that were left in an undesirable state to a state that
will allow normal operation. Refer to the appropriate functional area
documentation for more information.

Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.

Restore manually any system setting changes done after last node backup (e.g.
DCOM settings).

Restore user changed registry settings of OPC FF if applicable (as documented
in the 800xA - Device Management FOUNDATION Fieldbus, Configuration
instruction).

Download project data into the OPC Server FF node with Fieldbus Builder FF:

a. Open the HSE Subnet project that was affected by the repair/replacement
action.

b. Go into commissioning mode.
c. Select the OPC Server FF node.

d. Execute command Object\Download.

Client nodes (Fieldbus Builder FF engineering nodes). To restore a client node:

1.

2
3.
4

Remove the failed node from the domain.
Remove the failed node from the network.
Repair or replace the failed node.

Restore the saved disk to the replacement node.

In case of a completely new installed system node, which replaces the existing
node, the used Device Types must be re-installed via Device Library Wizard.
Refer to Device Management & Fieldbus on page 103 for details, how to
re-install Device Types on a system node.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

Verify the reverse and forward lookup zone for the DNS are running.
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5. Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g.  Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

j- Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

6. Configure the node to have the same DNS name and IP address as the failed
node.

7. Connect the node to the network and to the Windows domain.

ﬂ Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

8. Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

9. Open the Configuration Wizard on the node being restored and select Connect
Node.

10. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.
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11.

12.

13.

14.

15.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

Reset any objects, programs that were left in an undesirable state to a state that
will allow normal operation. Refer to the appropriate functional area
documentation for more information.

Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.

Manually restore any additional user specific FF configuration data exported
from Fieldbus Builder FF by copying these export files back to the desired
location.

Configuration data from Fieldbus Builder FF may be:

—  Partial exports of FBB FF configuration (Linking Device nodes, H1 Link
nodes, Function Block Application Diagrams etc.).

—  Parameter values of block instances, HSE Subnet objects, HSEHostCI860
objects.

HART and PROFIBUS
Use the following procedures to restore HART and PROFIBUS nodes.

Nonredundant Aspect Server Containing PROFIBUS/HART Connectivity
Server. To restore an individual nonredundant Aspect Server node:

1.

2
3.
4

Remove the failed node from the domain.
Remove the failed node from the network.
Repair or replace the failed node.

Restore the saved disk to the replacement node.

In case of a completely new installed system node, which replaces the existing

@ node, the used Device Types must be re-installed via Device Library Wizard.
Refer to Device Management & Fieldbus on page 103 for details, how to
re-install Device Types on a system node.
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ﬂ If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

ﬂ Verify the reverse and forward lookup zone for the DNS are running.

5. Remove the failed node from the Domain Server files:

a.  Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b.  Select the active domain.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

j-  Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

6. Configure the node to have the same DNS name and IP address as the failed
node.

7. Connect the node to the network and to the Windows domain.

ﬂ Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

8.  Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

9. Open the Configuration Wizard on the node being restored and select Connect
Node.
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10.

11.

12.

13.

14.

15.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

Reset any objects, programs that were left in an undesirable state to a state that
will allow normal operation. Refer to the appropriate functional area
documentation for more information.

Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.

Perform the following action as detailed in the Device Management
PROFIBUS & HART Configuration instruction:

—  Install all required PROFIBUS and HART Device Types be used in on the
system node. Refer to the System 800xA Configuration (3BDS011222%)
manual for details.

Redundant Aspect Server Containing PROFIBUS/HART Connectivity Server.

To restore an individual redundant Aspect Server node:

1.
2
3.
4
®

5.

Remove the failed node from the domain.
Remove the failed node from the network.
Repair or replace the failed node.

Restore the saved disk to the replacement node.

In case of a completely new installed system node, which replaces the existing
node, the used Device Types must be re-installed via Device Library Wizard.
Refer to Device Management & Fieldbus on page 103 for details, how to
re-install Device Types on a system node.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

Verify the reverse and forward lookup zone for the DNS are running.

Remove the failed node from the Domain Server files:
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10.

11.

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g.  Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.

i.  Select Delete on the pop-up menu.

j- Select DNS\primary_domain_controller_name\Reverse Lookup

Zones\1st_three_segments_of_IP_address_in_reverse_order.
k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

Configure the node to have the same DNS name and IP address as the failed
node.

Connect the node to the network and to the Windows domain.

Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

Open the Configuration Wizard on the node being restored and select Connect
Node.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).
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12. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

13. Reset any objects, programs that were left in an undesirable state to a state that
will allow normal operation. Refer to the appropriate functional area
documentation for more information.

14. Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.

15. Perform the following action as detailed in the Device Management
PROFIBUS & HART Configuration instruction:

—  Install all required PROFIBUS and HART Device Types be used in on the
system node. Refer to the System 800xA Configuration (3BDS011222%)
manual for details.

Redundant PROFIBUS/HART Connectivity Server. To restore a redundant
PROFIBUS/HART Connectivity Server:

1. Remove the failed node from the domain.
2.  Remove the failed node from the network.
3. Repair or replace the failed node.
4

Restore the saved disk to the replacement node.

In case of a completely new installed system node, which replaces the existing

@ node, the used Device Types must be re-installed via Device Library Wizard.
Refer to Device Management & Fieldbus on page 103 for details, how to
re-install Device Types on a system node.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

Verify the reverse and forward lookup zone for the DNS are running.

5. Remove the failed node from the Domain Server files:

a.  Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.
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c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

J- Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

6. Configure the node to have the same DNS name and IP address as the failed
node.
7.  Connect the node to the network and to the Windows domain.
ﬂ Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

8. Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

9. Open the Configuration Wizard on the node being restored and select Connect
Node.

10. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

11. Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

12. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.
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13.

14.

15.

Reset any objects, programs that were left in an undesirable state to a state that
will allow normal operation. Refer to the appropriate functional area
documentation for more information.

Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.

Perform the following action as detailed in the Device Management
PROFIBUS & HART Configuration instruction:

—  Install all required PROFIBUS and HART Device Types be used in on the
system node. Refer to the System 800xA Configuration (3BDS011222%)
manual for details.

Client Nodes (Device Management PROFIBUS & HART Engineering Nodes).

To restore a client node:

1.

2
3.
4

Remove the failed node from the domain.
Remove the failed node from the network.
Repair or replace the failed node.

Restore the saved disk to the replacement node.

In case of a completely new installed system node, which replaces the existing

@ node, the used Device Types must be re-installed via Device Library Wizard.
Refer to Device Management & Fieldbus on page 103 for details, how to
re-install Device Types on a system node.

5.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

Verify the reverse and forward lookup zone for the DNS are running.

Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.

c. Select Computers.
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10.

11.

12.

13.

14.

d. Right click the name of the failed node.
e. Select Delete on the pop-up menu.
f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

j-  Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

Configure the node to have the same DNS name and IP address as the failed
node.

Connect the node to the network and to the Windows domain.

Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

Open the Configuration Wizard on the node being restored and select Connect
Node.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

Reset any objects, programs that were left in an undesirable state to a state that
will allow normal operation. Refer to the appropriate functional area
documentation for more information.

Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.
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15. Perform the following action as detailed in the Device Management
PROFIBUS & HART Configuration instruction:

—  Install all required PROFIBUS and HART Device Types be used in on the
system node. Refer to the System 800xA Configuration (3BDS011222%)
manual for details.

800xA for AC 100
To restore individual 800xA 6.0 800xA for AC 100 Connectivity Server nodes:
1. Disconnect the failed node from both AF 100 and IP networks.
2. Move the CI527A board from the failed node to the replacement node.

3. Restore the saved disk image to the replacement node.

ﬂ If no error message occurs then go directly to point 10.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain again.

4. Remove the failed node from the Domain Server files:

a.  Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b.  Select the active domain.
c. Select Computers.
d. Right-click the name of the failed node.
Select Delete on the pop-up menu.
f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\ primary_domain_controller_name\ Forward Lookup Zones\
domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

j- Select DNS\primary_domain_controller_name\Reverse Lookup Zones
\1st_three_segments_of IP_address_in_reverse_order.

k. Right-click the failed node which is listed as last segment of IP address.

1.  Select Delete on the pop-up menu.
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11.

12.

13.

14.

15.

16.

17.

18.

Connect the replacement node to the 800xA network but not the AF 100
network.

Configure the name of the replacement node to be the same as the failed node.
Add the replacement node to the domain.
Confirm that the name and IP address are correct for the replacement node.

Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

Install Microsoft hotfixes, 800xA service packs and rollups installed after
recover image were taken.

Open the Configuration Wizard on the node being restored and select Connect
Node.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

Reset any objects, programs, etc. that were left in an undesirable state to a state
that will allow normal operation. Refer to the appropriate functional area
documentation for more information.

Stop all processes that were left incomplete by the failed node. Refer to the
appropriate functional area documentation for more information.

Make sure that all three ABB windows services (ABB AC 100 VFI Server,
ABB AC 100 CI52x Manager, ABB AC 100 OPC Server) are running with
System 800xA Service Account.

If needed, restore configuration settings in the Configuration Wizard for the
following action groups:

a. AF 100 Network.
Changes require a reboot of the node.

b. AC 100 OPC Server Definitions.
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Changes require a reboot of the node.
c. AC 100 OPC Server Station Filtering.
19. Connect the replacement node to the AF 100 network.
20. Reboot the node.

800xA for Advant Master and Safeguard

To restore individual 800xA 6.0 800xA for Advant Master and Safeguard
Connectivity Server nodes:

ﬂ If the user wants to restore a image taken after last SW change on the
Connectivity Server then:

1. Disconnect the CS from MB300 network.
2. Move the PU410 RTA unit from the failed node to the replacement node.
3. Restore the image on the replaced HW.

4. Start up the CS and Verify connection with the Service Connection Viewer (use
the appropriate tray icon).

5. Restart the node and connect the CS to MB300 network.
If Recover Node then:
1. Disconnect the failed node from both MB300 and IP networks.
2.  Move the PU410 RTA unit from the failed node to the replacement node.

3. Restore the saved disk image to the replacement node.

ﬂ If no error message occurs then go directly to point 10.

ﬂ If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain again.

4. Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.
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11.

12.

13.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

J- Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
I.  Select Delete on the pop-up menu.

Connect the replacement node to the 800xA network but not the MB300
network.

Configure the name of the replacement node to be the same as the failed node.
Add the replacement node to the domain.
Confirm that the name and IP address are correct for the replacement node.

Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

Install MS hotfixes, 800xA servicepacks and rollups installed after recover
image were taken.

Open the Configuration Wizard on the node being restored and select Connect
Node.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).
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14.

15.

16.

17.

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

Reset any objects, programs, etc. that were left in an undesirable state to a state
that will allow normal operation. Refer to the appropriate functional area
documentation for more information.

Stop all processes that were left incomplete by the failed node. Refer to the
appropriate functional area documentation for more information.

Copy the three backed up RTA Board configuration files (DATHR*.CD) to the
\..ProgramData\ABB\AC400Connect\AdvantBase\Data\RTA\Init\ folder.

ﬂ Before restoring these files, make sure the node being restored is running the
same character conversion language used by the node from which the files were
backed up.

ﬂ In the Windows Explorer, select Tools > Folder to view and access the
ProgramData folder. The Folder Options dialog appears. Select the View tab in
the Folder Options dialog. Click Show hidden files and folders option.

18.

19.

20.
21.

Restore MB300 network configuration settings by setting network, node,
PU410 redundant cable supervision, and clock master settings to those
recorded during backup.

For each Connectivity Server, compare the saved files,
AdvDsMasterAdapter.csv and AdvMIbAeOPCServer.csv with the installed
version of the files in <installation path>\bin. If any customization was done
to the old files, update the installed version of the files with the corresponding
changes.

Restart the RTA Board in the RTA Board Control configuration dialog.

Connect the replacement node to the MB300 network.

800xA for Harmony

Use the following procedures to restore an 800xA for Harmony Client, Primary or
Secondary 800xA for Harmony Connectivity Server nodes in 800xA 6.0 systems.

To restore an individual node:

1.
2.
3.

Remove the failed node from the network.
Repair or replace the failed node.

Restore a previously saved disk image.
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4. Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g.  Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

j- Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

5. Configure the node to have the same DNS name and IP address as the failed
node.

6. Connect the node to the network and to the Windows domain.

Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

7. Open the Configuration Wizard on the node being restored and select Connect
Node.

8. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

9.  Verity connection with Service Connection Viewer (use the appropriate tray
icon).

10. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.
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800xA for AC 870P/Melody

Use the following procedures to restore a 800xA 6.0 Melody Operator Workplace,
Connectivity Server, and Configuration Server node:

To restore an individual node:

1. Remove the failed node from the network.

2. Repair or replace the failed node.

3. Restore a previously saved disk image.

ﬂ If the node being restored is the Melody Configuration Server node, stop the
Server Aspect Controller in the Service Structure to avoid automatic
synchronization of the obsolete Configuration Server database of the restored
disk image.

4. Remove the failed node from the Domain Server files:

a.

k.

L.

Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

Select the active domain.

Select Computers.

Right click the name of the failed node.

Select Delete on the pop-up menu.

Open Control Panel > Administrative Tools > DNS.

Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

Right click the failed node.
Select Delete on the pop-up menu.

Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of IP_address_in_reverse_order.

Right click the failed node which is listed as last segment of IP address.

Select Delete on the pop-up menu.

5. Configure the node to have the same DNS name and IP address as the failed
node.
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6. Connect the node to the network and to the Windows domain.

ﬂ Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

7. Open the Configuration Wizard on the node being restored and select Connect
Node.

8. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

ﬂ The amount of time it takes to connect to the 800xA system depends on the type
of node (Melody Connectivity Server or Melody Operator Workplace) being
restored.

9.  Verity connection with Service Connection Viewer (use the appropriate tray
icon).

10. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

11. If the node being restored is the Melody Configuration Server node:
a. Log into the 800xAlnstaller account or an 800xA administrator account.

b. Select ABB Start Menu > ABB Industrial IT 800xA > 800xA for AC
870P Melody > Configuration > Restore Configuration.

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%).

c. Click Connect.
d. Choose the backup file to restore.
e. Click Restore and follow the instructions of the Backup and Restore tool.

f.  After successful restoration of the Melody Configuration Server, reboot all
Melody Connectivity Servers one at a time.

g. Restart the Server Aspect Controller in the Service Structure.

800xA for MOD 300

Use the following procedures to restore a MOD 300 Connectivity Server node. The
MOD 300 function is only available for 800xA 6.0 systems.
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The MOD 300 Connectivity Server does not have any configuration or process data
that must be restored.

If the MOD 300 Connectivity Server must be replaced:
1. Remove the failed node from the network.
2. Repair or replace the failed node.

3. Move the RTA board from the failed node to the replacement node.

ﬂ The RTA board may or may not function. Ensure that it is functional before
moving it to the replacement node. Replace the RTA board if it is not functional.

4. Restore a previously saved disk image.
5. Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

j- Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

6. Configure the node to have the same DNS name and IP address as the failed
node.
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7.

10.

11.

12.

Connect the node to the network and to the Windows domain.

Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

Open the Configuration Wizard on the node being restored and select Connect
Node.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

Confirm settings for time synchronization, communications settings for DCN
address and omf shared memory, redundant Connectivity Server name, and
Hyper Terminal installation are correct according to the 800xA System Post
Installation Setup instruction.

Refer to the 800xA for MOD 300 Configuration (3BUR002417%*), Appendix F, for
more information on customized data settings.

Application Servers and Software

The following types of Application Servers and software are detailed in this
replacement procedure.

Central Licensing System.

Engineering Studio.

PC, Network, and Software Monitoring.
Batch Management.

Information Management.

Asset Optimization.

SMS and E-mail Messaging

Diagnostic Collection Tool.
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Common Application Software

All 800xA System nodes (except the domain server) contain Central Licensing
System (CLS) client and Engineering Studio.

Diagnostic Collection Tool

Diagnostic Collection Tool software must be installed on all nodes including
Domain Controllers. Just restore these nodes based in the node type and the DCT
software will automatically be restored.

Central Licensing System

The Primary Aspect Server is the license server and all other nodes contain CLS
client software. Just restore these other nodes based on the type of node it is and the
CLS client software will automatically be restored. When restoring a CLS Client
node, it may be necessary to reselect the CLS Server node using the License Status
Viewer window.

Engineering Studio

Engineering Studio software is loaded during the system installation process. There
are no designated Engineering Studio nodes. Therefore, just restore the node based
on the type of node it is and the Engineering Studio software will automatically be
restored. Refer to the appropriate instruction for more detailed information.

PC, Network and Software Monitoring
There are two ways that PNSM can be used and this determines where it is installed.

There is the full version of PNSM that is licensed and PNSM Basic Computer
Monitoring that is unlicensed but has limited functionality. Both of these used the
same PNSM installation. There is a separate server and client and a client only
installation.

The PNSM Basic Computer Monitoring Server installation can be installed on any
800xA node including Aspect Servers.
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The full version of PNSM can installed on any Connectivity Server subject to
loading restrictions. Frequently is it installed on its own Connectivity Server or on a
Connectivity Server together with Asset Optimization.

Irrespective of the use of PNSM and where the PNSM Server is installed use the
following procedures to restore a failed node that contained PC, Network and
Software Monitoring (PNSM) client or server node in 800xA 6.0 systems.

To restore a PNSM node:
1. Remove the failed node from the network.
2. Repair or replace the failed node.
3. Restore a previously saved disk image.
4. Remove the failed node from the Domain Server files:
a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.
b. Select the active domain.
c. Select Computers.
d. Right click the name of the failed node.
e. Select Delete on the pop-up menu.
f.  Open Control Panel > Administrative Tools > DNS.
g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.
h. Right click the failed node.
i.  Select Delete on the pop-up menu.
j-  Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.
k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.
5. Configure the node to have the same DNS name and IP address as the failed

node.
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6.

Connect the node to the network and to the Windows domain.

ﬂ Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

10.

11.

Open the Configuration Wizard on the node being restored and select Connect
Node.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

When restoring a PNSM Connectivity Server node:
a. Restore any user defined assemblies, scripts, and resource files.

b. Restore and reload any Management Information Base files (MIBs) that
were not part of the standard MIBs loaded with the software.

c. Restart the node.

Batch Management

Use the following procedures to restore a failed Batch Management client or server
node.

Clients and Redundant Servers (800xA 6.0)

To restore an individual Batch client or redundant server node:

1.

Remove the failed node (or node containing failed operating system hard disk
drive or corrupted operating system) from the domain.

Disconnect the failed node from the network.

Restore the saved disk image to the replacement node.

ﬂ If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.
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ﬂ Verify the reverse and forward lookup zone for the DNS are running.

4. Remove the failed node from the Domain Server files:

a.  Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b.  Select the active domain.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

j-  Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

Connect the replacement node to the network.

Configure the name of the replacement node to be the same as the failed node.
Add the replacement node to the domain.

Confirm that the name and IP address are correct for the replacement node.

e

Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

10. Open the Configuration Wizard on the node being restored and select Connect
Node.

11. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.
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12. Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

13. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

14. Restart the secondary Batch Server.
15. Restart the primary Batch Server.

All necessary information will be deployed to the new node and all services
configured for the failed node are started on the replacement node.

Nonredundant Servers

Nonredundant servers (and single node system) can be restored however, some
information will be lost. How much data is lost depends on when the node was last
backed up. In some cases, failure of a nonredundant server node will leave parts of
the system in an incomplete state. Some manual actions may be required to clean up
the system before it will function correctly.

Any running batch control recipes will be lost when the node fails. Be sure to
restore the batch (SQL Server) database along with the rest of the batch
information.

To restore an individual Batch nonredundant server node:
1. Remove the failed node from the domain.
2. Disconnect the failed node from the network.

3. Restore the saved disk image to the replacement node.

If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

Verify the reverse and forward lookup zone for the DNS are running.

4. Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.
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e A

11.

12.

13.

c. Select Computers.

d. Right click the name of the failed node.

e. Select Delete on the pop-up menu.

f.  Open Control Panel > Administrative Tools > DNS.

g. Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

J- Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of_IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
I.  Select Delete on the pop-up menu.

Connect the replacement node to the network.

Configure the name of the replacement node to be the same as the failed node.
Add the replacement node to the domain.

Confirm that the name and IP address are correct for the replacement node.

Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

Open the Configuration Wizard on the node being restored and select Connect
Node.

Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

Verify connection with the Service Connection Viewer (use the appropriate tray
icon).

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.
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14. Reset any objects, programs, etc. that were left in an undesirable state to a state
that will allow normal operation. Refer to the appropriate functional area
documentation for more information.

15. Stop all processes that were left incomplete by the failed server. Refer to the
appropriate functional area documentation for more information.

16. Restore application-specific information from the most recent node backup.

The server is now ready for normal operation.

Information Management Server

Use the following procedures to restore a failed Information Management server
node.

To restore individual 800xA 6.0 Information Management nodes:
1. Remove the failed node from the domain.
2. Disconnect the failed node from the network.

3. Restore the saved disk image to the replacement node.

@ Do not remove the IM node from the Aspect system.

ﬂ If an error message is received while trying to login after the node is restored,
remove the node from the domain and then add it to the domain.

ﬂ Verify the reverse and forward lookup zone for the DNS are running.

4. Remove the failed node from the Domain Server files:

a. Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

b. Select the active domain.
c. Select Computers.

d. Right click the name of the failed node.

3BSE046784-600 B 181



Information Management Server Section 7 Single Node Replacement

e. Select Delete on the pop-up menu.
f.  Open Control Panel > Administrative Tools > DNS.

g.  Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

h. Right click the failed node.
i.  Select Delete on the pop-up menu.

j-  Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1. Select Delete on the pop-up menu.

5. Connect the replacement node to the network.

6. Configure the name of the replacement node to be the same as the failed node.

7. Open the services control panel and change the "ABB Process Administration
Service" to Manual.

8. Add the node to the domain. This will require a reboot.
9. Confirm that the name and IP address are correct for the replacement node.

10. Verify that the System Software User Settings action (within the Configuration
Wizard) is correctly applied to the node.

11. Run the pasPwdAdmin tool to reset the IM User Settings for the domain
service account.

It is assumed at this step, a History Restore will be performed on the node.

12. Reboot.
13. Use the history Oracle Instance wizard to drop the oracle configuration.

14. Open the Configuration Wizard on the node being restored and select Connect
Node.

15. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

16. Verify connection with the Service Connection Viewer (use the appropriate tray
icon).
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17.

18.
19.

20.

Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

Reboot the node.

Reset any objects, programs, etc. that were left in an undesirable state to a state
that will allow normal operation. Stop the Inform IT history Service for this
IM. In particular, review the SoftPoints, Scheduler, Calculations located in the
Node Structure to determine if all objects and properties are operating as
expected and set to the proper state. Refer to the appropriate functional area
documentation for more information.

Select ABB Start Menu > ABB Industrial IT 800xA > Information
Management > IM Configuration Assistant.

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%*).

21.
22.

23.
24.

Click Run Selected Configuration Tool.

There are two valid recover paths for single node replacement. In the first path,
a valid IM backup (as described in Information Management on page 91) exists
for the IM node.

Based on the restore path available, create an oracle instance.

a. If a valid IM backup will be restored, use the configuration wizard to
create a database for restore of a History configuration. Select Small,
Medium or Large for the database size. If the system had a large
IMMSGLOG, select Large. Refer to the information used during initial
installation to replicate database sizes, locations, memory space
allocations, etc.

b. If no valid IM backup exists, create the database for the configuration
created or for the configuration which has to be created. After the database
is created, go to Step 24.

Refer the restore section of Information Management on page 117.
Enable PAS (enable the service, start PAS). Follow the IM post configuration

steps if not completed.

Start the program:
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ABB Start Menu > ABB Industrial IT 800xA > Information Mgmt > IM
Configuration Assistant.

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%).

25. Review and verify the steps in the Configuration Assistant.

26. Select the incomplete steps in the Configuration Assistant.

27. Click Run Selected Configuration Tool to complete the steps.
28. Close the dialog.

29. Verify whether the system is running.

a. If the system was completely restored from a backup, numeric and
message collection and archive should continue from the previous point.

b. If restore without backup, for the first time the system runs all the logs
which should be recreated if enough disk space and oracle space was
allocated. The time it takes to recreate everything will depend on the size
of the configuration. When the logs are created, run hsDBMaint —stagger
(refer IM manuals). Once stagger is complete, select ABB Start Menu >
ABB Industrial IT 800xA > Information Mgmt > History > IM
Backup and Restore.

As a final step, review all the node functionality to make sure the configuration.

Asset Optimization

Use the following procedures to restore a failed Asset Optimization client or server
node in 800xA 6.0 systems.

Backup Service Providers Configuration

Before the Asset Optimization node is removed from the 800xA System, be sure to
export the service groups and the service providers configured to run on the node.
If an Asset Optimization node is removed from an 800xA system, all the service
providers assigned to such node will be automatically removed from the Service
Structure.

Asset Optimization Services are:
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AssetMonitoring Service

AOAssetTree Service

To export the Service Providers running in a node:

1.

2
3.
4

Open Plant Explorer workplace.

Navigate to the Service Structure.

Identify all the service providers running in the node to be removed.

Drag and drop the identified service providers objects in the Import/Export

tool.

Save the resulting AFW file with the other files in your backup media.

Restore Procedure

To restore an Asset Optimization node:

1.

2
3.
4

Remove the failed node from the network.

Repair or replace the failed node.

Restore a previously saved disk image.

Remove the failed node from the Domain Server files:

a.

o«

o

=

Open Control Panel > Administrative Tools > Active Directory Users
and Computers on the primary (or only) Domain Server node.

Select the active domain.

Select Computers.

Right click the name of the failed node.

Select Delete on the pop-up menu.

Open Control Panel > Administrative Tools > DNS.

Select DNS\primary_domain_controller_name\Forward Lookup
Zones\domain_name.

Right click the failed node.

Select Delete on the pop-up menu.
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j-  Select DNS\primary_domain_controller_name\Reverse Lookup
Zones\1st_three_segments_of IP_address_in_reverse_order.

k. Right click the failed node which is listed as last segment of IP address.
1.  Select Delete on the pop-up menu.

5. Configure the node to have the same DNS name and IP address as the failed
node.

6. Connect the node to the network and to the Windows domain.

ﬂ Verify the reverse and forward lookup zone for the DNS are correct. Also verify
that the DNS name and IP address of the node are still correct.

7. Open the Configuration Wizard on the node being restored and select Connect
Node.

8. Select the appropriate Aspect Server. This will connect the restored node to the
800xA system.

ﬂ The amount of time it takes to connect to the 800xA system depends on the type
of node (Aspect Server, Connectivity Server or client) being restored.

9.  Verity connection with Service Connection Viewer (use the appropriate tray
icon).

10. Check CPU load using the Task Manager utility. When the processor load
settles, the connection is finished.

11. Import service provider configuration information from the AFW file using the
Import/Export tool (select Import All from the Action menu).

12. Restore Asset Optimization backup information. Refer to the Backup and
Restore information in the 800xA System Administration and Security
instruction for details.

SMS and E-mail Messaging

SMS and E-mail Messaging software is found on the primary Aspect Server.
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Before the primary Aspect Server node is removed from the 800xA System, be sure
to export the Messenger service group and service provider configured to run on the
node.

Upon restoring the primary Aspect Server, import the saved Messenger service
group and service provider.
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Introduction
This section provides guidelines, reference, and troubleshooting information related
to configuring and maintaining Information Management software.

Some procedures in this section require editing the Windows Registry on the
Information Management server. It is recommended that you make a backup of
the node before making any changes to the registry.

Common Issues

Common issues describes a list of items that to check to help solve problems.
Table 3 provides common issues that may occur and a where to go column with
possible resolutions.

Table 3. Common Issues

Area Issue Where To Go

Operating | For general Oracle problems, check the DNS Server. | See Oracle Fails to Start on

System & page 240.

Third-

party

Software

800xA Make sure all required software and extensions are | See Checking What Other

System loaded to support implemented system functionality, | Software is Installed on page
particularly connectivity and controllers. Not having | 196.

the required software on all nodes of your system
may lead to such problems as not being able to
access certain objects.
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Table 3. Common Issues (Continued)

Area Issue Where To Go
Cannot access history data. See What To Look For When
Logs Do Not Collect Data on
page 231.
Check the PAS Service Account. If this account is not | See PAS Service Account on
configured correctly, it may cause many problems, page 201.
including failure to start history.
Insufficient Oracle tablespaces may cause the See Insufficient Oracle
following problems: Tablespace on page 234 and
, and Rollback Segments on
. *  can't restore database.
History . page 236.
e can’t consolidate OPC or PDL messages or PDL
data.
History fails to start. See Cannot Start History on
page 233.
Cannot create history database (System Version 4.0 | See Cannot Create Oracle
or higher). Database Instance on page
233.
When working with history, make sure the user See Cannot Access History
(currently logged in as) belongs to the HistoryAdmin | Database via SQL on page
and ORA_DBA groups. 236.
Make sure ORACLE_SID is included as part of the
local user’s environment settings.
Cannot access Information Manager history aspects | See Cannot View Report from
like the log status page or the tabs in the template. IM report logs on page 234.
Open ODA on client nodes cannot access ODA tables on | Check whether or not the ODA
Data server. client is installed, and check
Access that the configuration

references the server’s IP
address.

190
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Common Issues

Table 3. Common Issues (Continued)

Area Issue Where To Go

Cannot log in to DataDirect (server not found error Use the ADSS Config tool in

message). the Windows Control Panel to
check whether or not COM
data provider is started, also
check ABB Data Service

Desktop Supervision in the Windows
Tools Services utility.

Cannot retrieve messages or PDL data. Use the ADSS Config tool in
the Windows Control Panel to
check the ADO data provider.

Some icons not available in DataDirect. Check the View tab in the
Options dialog.

Reports | When Excel (DataDirect) reports don’t run: See:

. Make sure the DataDirect add-ins are added for |e DataDirect Add-in Not

the 800xAService Account Installed for 800xAService

+  Check the DataServerLogin parameter Account on page 246

When reports take too long to complete, or seemto |*  Reading DataDirect

hang, check the maximum time and timeout settings (Excel) Reports from a

page 247
e  Fixing Large Reports
(Long Execution Time) on
page 246
Install/ Following upgrade or re-installation of Information See the System 800xA
Upgrade |Management software, the Windows Installer is Installation and Upgrade
launched when you attempt to use an application. Getting Started

The installer attempts to repair an Information (2PAA1117087), and the

Management software installation and does not allow | System 800xA Post Installation

any other applications to run. (2PAA111693%) instructions.
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Getting Information for Support

This section describes the type of information that will help ABB technical support
personnel diagnose and solve problems related to Information Management
software, and provides guidelines on how to gather this information.

Table 4. Information for Diagnosing Problems

What information to gather How to gather
Version of software including | Version Information on page 193

patches
Circumstances under which Various sources, including:
the problem occurs e Windows Event Viewer on page 193
Whether it is spurious or e Events Related 800xA Services on page 193
consistent

e  System Status on page 194
Performance Counters on page 206
e SQL Queries on page 221

e Debug Files and Trace Monitors for Display and DataDirect
on page 225

The components and/or
applications that are affected

Log files Diagnostic Log Files on page 203

Windows and 800xA services, | Services and Processes Related to Information
including PAS Service Account Management on page 197

*  PAS Service Account on page 201

Oracle tablespace * Insufficient Oracle Tablespace on page 234
. Insufficient Temp Tablespace and Rollback Segments on
page 236
Screen shots if possible Windows Print Screen or equivalent utility

Installed software and system |Checking What Other Software is Installed on page 196
extensions.
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Version Information

Get the version information for your Information Management installation from the
Version Information tool by selecting the following:

ABB Start Menu > ABBIndustrial IT 800xA > Information
Management > IM Version Info

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAA101888%).

Windows Event Viewer

Check the application log of the Windows event viewer for messages related to
Information Management services or 800xA users. Figure 62. You may have to save
the log to a file and send it to the supportline. Check Microsoft documentation for
the procedure to save to a file.

5. Computer Management \;‘i-
File Action View Help
=] 2
& Computer Management (Lc ~ ([ | evel Date and Time Source Event D Task Category ~ | | Actions
4 [} System Tools (D Information £/23/2014 8:44:54 AM ADS 100 None Application 2~
b (L) Task Scheduler (Dinformation 6/23/2014 B:44:54 AM ADS 100 None - Open Saved Log
4@ E"e’;"‘ma;’ [Dinformation £/23/2014 2:44:54 AM ADS 100 None =
4 'VW““:"' ‘Le"“ (D) Information £/23/2014 8:44:54 AM ADS 100 None ¥ Create Custom Vie...
“ ‘g_i”A”WI;:Ii; (D) Information £/23/2014 2:44:54 AM ADS 100 None Import Custom Vie...
§'—| S::my (DInformation 6/23/2014 B:44:54 AM ADS 100 None ClearLog...
§'—IS etup " Error. 6/23/2014 8:44:54 AM P Filter Current L =
] System = || @ information £/23/2014 8:44:54 AM ADS 100 None o riertunentteg..
1] Forwarded 8[| @ nformation 6/23/2014 8:44:54 AM ADS 100 None || 2] Properties
Find...
b [ Applications and ||~ =0 T < | B Fin
1 Subscriptions [ Save All Events As...
I 3 Shared Folders General | Details Attach a Task To thi..
b & Local Users and Grol N
b (&) Performance DDR-comReadblock err = 10038 o View 4
=) Device Manager & Refresh
4 3 Storage =
Help 3
4 @ Windows Server Bac/ Log Name: Application v
< " > Event 100, ADS — hd

Figure 62. Example, Windows Event Viewer Application Log

Events Related 800xA Services

Events related to 800xA services are collected by an alarm/event list aspect on the
Services object in the Service structure, Figure 63. You may create a more refined
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list by adding an aspect to a specific service, for example Industrial IT Archive
Service, or to a specific Service Group or Service Provider object. Set the
Configuration Name to Services: Service Event List Configuration and set the
filter for Object and descendents.

ﬁ TAR105 System // Plant Explorer Workplace . 3 -8 .
J| P ‘“ (Enter search name) j“No Filker j = “RED'E‘EE ;” ﬁ| 0 i ‘ )%)"| %m
I‘Eg Service Structure j Aspects of 'Services' | Modifisd | Desc... I Inherited I Cakegory name
E!-Ea e = T Name 3/3j2005 5:45:36,., The... False MNarme
y Blarm & Evert, Service AI Chbiject Fackory 3)312005 5:45:36... False ©Object Factory
&9 Alarm Lagger, Service [E=I5ervice Event List 3/31/2005 2:56:1... This... False Alarm and Even. ..
f AspectDirectory, Service Service Event List Configuration 10/19/2003 5:57:... The... False Alarm and Even...
f BackupService, Service Service Event List Configuration ©...  10{19/2003 10:1...  The... False Alarm and Even...
‘99 Basic History, Service % Service Structure 3/4j2005 9:07:35... [Serv... False Service Structure
y Batch Service, Service |EE] system Status Wiewer [22/200010:47:... This ... False System Status ...
& Caluulation Server, Service JJQ & | Services:Service Evert List -y — Bl
99 Cross referencing server, Sert -
f External Alarm, Service | [x} v; B | =] e} ‘ QL ‘ + 5 @ a n L))
File Set Distribution, Service 7
A ! EventTime NodeName

y Industrial IT Archive, Service
@9 Infarm IT History, Service
f Lock Server, Service
¥ WasterBus 300 RTA Managenm
99 MasterBus NodsStatus Server
f MaskerBus TTD Configuration :
‘99 MasterBus TTD Data Server, =
y OpcDA_Connector, Service

=

m Fieen Piobe ferace Covuics

Figure 63. Alarm/Events List Aspect for 800xA Services

System Status

Check the System Status Viewers (Figure 64 and Figure 65)in the Plant Explorer on
the Node Administration and Service structures, Table 6. Add Alarm and Event
Aspects at the Node and Service Group level for system messages (Events Related
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System Status

|

800xA Services on page 193).

ﬂ - | ENG100:5ystem Status Viewer

V&S L = m@

@ = 0 & @IE Mode Administration Structurj 5 7

Objects

=g ENG100, Node

5 Time Description Details | Propagatio| Suppress
6/18/2014 1:04:... X |Yes
" () |6/18/2014 1:04:.. X |Yes
" |6/18/2014 1:04:.. X |Yes
€} [6/23/2014 8:45: |Service state: U.. | X |Yes
€ |6/23/2014 8:44:. [Servicestate: U.. | X |Yes
0 |6/18/2014 1:04:... X |Yes
" ) |6/18/2014 1:04:. X |Yes
" |6/18/2014 1:04:... X |Yes
| ¢ |6/18/2014 1:04:.. X |Yes
| & |6/18/2014 1:04-.. X |Yes

Figure 64. Status Viewer Example 1
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7] SV6fromSV50SP2RevE // Plant Explorer Workplace = = =
||l | [Enter search name) | [mo Filter =] |[replace [~]| 4| @ & | B Y o i
“E: Service Structure j Aspects of 'Services' | Modified ‘ Modified by | Desc... ‘ Inherited | Category name
E‘__g e (Sv4) Service Event List Configura... 1/24/20126:08:1... ProcessPortal A  The... False Alarm and Even.
09 Alarm Analysis, Service (5V4) Service Event List Configura... 1/24/2012 &:0; . ProcessPortal A The... False Alarm and Even,
dﬁ Alarm Logger, Service Alarm and Event Translator 9/25/2009 4:59:1... ProcessPortal A This... False Alarm and Even.
f Alarm Manager, Service E23Name 12222005 2:23:... ProcessPortal A  The... False Name
09 AspectDirectory, Service Object Factory 12f22/2005 2: . Process Portal A False Object Factory
ﬁ BackupService, Service [E=]service Event List 10/13/2005 &: . ProcessPortal A This... False Alarm and Even.
f Basic History, Service ¥ Service Structure 5f14/2014 3:3 Inform IT ODA [Serv... False Service Structurg
09 Caleulation Server, Service [F= system Status Viewer 3/22/2000 10: . ProcessPortal A This... False System Status ..
ﬁ Cross referencing server, Service < m >
-¢F Event Collector, Service
:; Event Storage, Service [~ R ‘ Services:System Status Viewer Vl%)? =% - [FE v
g External Alarm, Service = [P
i
[P File Set Distribution, Service La=0n@ ‘h Service Structure j =7
09 Industrial IT Archive, Service Obi Status Time Description Details | Propagatio] Suppres ~
ﬁ Inform IT Histary, Service & Servi
g Lock Server, Service =N ~ervices o
09 OpeDA_Connector, Service +§ Alarm Logger, Sen)
= ﬁ Property Transfer, Service +§ Alarm Manager, 5 D
-2 Scheduler, Service +-g AspectDirectory, S| ]
09 Server Aspect Controller, Service +§ BackupService, Sel D
(g Soft Alarms, Service +§ Basic History, Serv| [
f Softpeint Server, Service ) +§ Calculation Server] 3 _
09 System Message Server, Service +§ T D =
ﬁ System Status, Service H
g Time, Service +f Event Collector, 56 [
09 Workplace Service, Service +§ Event Storage, Ser| |
+f External Alarm, Sel D
41" File Set Distributio| [
+1-g" Industrial IT Archi| [
4% Inform IT Histery, | [
+f Lock Server, Servic| D
+f OpcDA_Connectol D
+f Scheduler, Service! D
: v
S P Y I S |
< m >
| 8 ~ maipomamie Fibie

Figure 65. Status Viewer Example 2

Checking What Other Software is Installed

The information icon on the Plant Explorer tool bar displays a window that lists the
800xA software products installed on the system. Not having the required software
on all nodes of your system may lead to such problems as not being able to access
certain objects. For example, if the AC800 Connect product is not installed on the
Information Management server, you will not have access to AC800 objects on that
node. Engineering Studio must be installed on the Information Management server,
if Engineering Studio installed in the system.
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Services and Processes Related to Information Management

This section describes Windows and 800xA system services related to Information

Management as follows:

*  Windows Services on page 197 - accessible in Windows Services utility

*  800xA Service Groups and Service Providers on page 198 - accessible via

Plant Explorer Service structure

*  Processes on page 200 - accessible via Windows Task Manager

Windows Services

Access to the Windows services is via the Services utility under Administrative
Tools in the Windows Control Panel. Check whether the service is running, and
verify the start-up mode and log-in are set correctly, Table 5.

Table 5. Windows Services

Service

Description

Start-up Mode and
Log-in

ABB Process
Administration

Starts all non-AFW processes including Display Data
Server, OMF, and parts of history. Processes under
control of ABB Process Administration Service (PAS)
may be started and stopped individually or as a group
by the PAS dialog.

AUTOMATIC - starts with
Windows start-up

Runs as 800xa Service
account

Management report logs.

ABB Data Supports data access for the Information MANUAL - is started by
Supervision Management Desktop Tools: Desktop Trends, Display | PAS
Services, and DataDirect. Runs as 800xAService
History Starts Information Management History. MANUAL - is started by
Services PAS
Runs as 800xAService
IS Admin Required for viewing reports stored in Information AUTOMATIC - starts with

Windows start-up
Runs as local system
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Table 5. Windows Services (Continued)

Service Description Start-up Mode and
Log-in
OMF/OMO Used by History internally and for numeric log MANUAL - is started by
consolidation. PAS
Runs as 800xa Service
Oracle Oracle 12c services: AUTOMATIC - start with
Services OracleOraDb12c_ADVA64TNSListener Windows start-up
OracleVssWriterADVA Run as local system
OracleServiceADVA
ODA Services | ABB_ODA Manual Runs as 800xa Service
account and is managed
by PAS.
ABB_ODA_AGENT Automatic Runs as local system

800xA Service Groups and Service Providers

The following Information Management functions are managed by service
providers in the 800xA system:

Calculations
Archive - Industrial IT Archive (under PAS supervision)

History - Inform IT History, started by PAS if not running and stays running.
Can be stopped or restarted by the user if necessary.

Application Scheduler

Softpoint Server

The Service Provider represents the service running on a specific node. Service
Providers are located under their respective service categories in the Service
structure, Figure 66.
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kel SV6fromSV50SP2RevE // Plant Explorer Workplace = = -
P |(Enter search name) j |No Filter j = IREpIace v {i o 0| B % o
|‘E& Service Structure ﬂ Aspects of TM_Inform IT History EM... | Modified | Modified by | Desc... | Inherited | Category name
E"@ Services Alarm Expression 4/25/2008 4:10:1... Process Portal A Used... True Alarm Expression
f Alarm Analysis, Service BIName 5/14/2014 3:3%:5... ProcessPortal A The... False Name
= f Alarm Logger, Service %2 Node Administration Structure 5/14/2014 3:33:5... ProcessPortal A [Nod... False Node Administr..
= f Aalarm Manager, Service @Object Icon 5/6/20036:33:39... Process Portal A Icon ... True Object Icon
- @9 AspectDirectory, Service Service Provider Definition 5/14/2014 3:33:1... Process Portal A False Service Provide. |
- @9 BackupService, Service Service Provider Type Reference 12/22/2005 2:51:... IM40DOMAIN'ptt Thes... False Service Provider
- @9 Basic History, Service | Service Structure 12/22/2005 2:51:... IM40DOMAIN'ptt  [Serv... False Service Structurg
# Calculztion Server, Service
# Cross referencing server, Service < T 5
2 Event Collector, Service
A Event storage, service @ %% [M Inform IT History ENG100:Service pre v | o 1L v -
g External Alarm, Service
- @9 File Set Distribution, Service Configuration ] Status ]
g Industrial IT Archive, Service
=5 @9 Inform IT History, Service Servica: | Inform IT History View
E&% IM_ENG100, Service Group
%8 M_Inform IT History_ENG100, Sery  Group: | IM_ENG100 View
g Lock Server, Service
- @9 OpcDA_Connector, Service v Enabled
g Property Transfer, Service
- f scheduler, Service Current Service
@9 Server Aspect Controller, Service
-2 Soft Alarms, Service Mode: ’m Vicw
-4~ Softpoint Server, Service
-2 System Message Server, Service Target State: m
- System Status, Service
g Time, Service . ,—_|
§ Workplace Service, Service S z J

Figure 66. Service Structure

The archive service is under the control of PAS. Manually restarting the archive
service will cause all the IM History to restart (PASGUI - > restart all). The History
Service is started by PAS if it is not running and should always be enabled. The
service can be stopped or started at any time without affecting history runtime.

Most Information Management components DO NOT support redundancy. For
@ those components, no service group should have more than one service provider.
Two exceptions are Softpoints as of 800xA 4.1 and Calculations as of 800xA 5.0.
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Creating Softpoint Service Providers

The Softpoint Service Group/Service Provider must be manually created as part of
the Softpoint Configuration. This is described in the section on softpoints in System
800xA Installation and Upgrade Getting Started (2PAA111708%).

Calculation and Scheduler Services on Non-Information Management Server
Nodes

Calculations and Application Scheduler may also be installed and run on other types
of server nodes in the 800xA system (not Information Management servers). In this
case, the service group/service provider objects for those services must be created
manually for each of those non-Information Management servers.

Processes

Processes related to Information Management are listed in Table 6 and are
accessible via the Windows Task Manager.

Table 6. Processes

Service Related Processes
Display Services ADSdpADO ADSdpOPC
ADSdpDCS ADSdpOPDHDA
ADSdpDDR ADSS (Startup program for the rest of the
ADSdpLOG programs)
ADSspCOM
Supporting Services omfCleanup omoNameBroker
omfNameProc omoNodeBroker
omfPM omoService
omfService omoStorageDomain
omfTimer omoTypeDirectory
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Table 6. Processes (Continued)

Service Related Processes

History EHOPAEServer hsHistoryService
hsAdmin hsHistSvcPASAdmin
hsAchiveService hsHistorylcon
hsCollection hsProfileServer
hsEventLogCollector  hsRetrieval
hsHDAServer hsServer
hsLogman hsStorage
hsMsgServer hsSuperlPC (Startup program)
hsPDLStorage msgApiSrv

PDLAPISRV

Calculation Service CalculationService

Open Data Access Odaserver Odaservice
ABB_ODA_AGENT - oaagent.exe
ABB_ODA - oasoa.exe, oastrtr.exe

Scheduler AfwScheduler

PAS (overall startup) PAS_Service

PAS Service Account

The PAS service account is configured via the Information Management
Configuration wizard as a post installation step (or during Information Management
software installation for 800xA 5.0 and higher). This establishes the user account
under which most Information Management services run including History and
Display Services. The PAS service account must be configured to match the ABB
Service Manager (core services) account. You can check this quickly via the
Windows Services Manager. Check the Log On As settings for the ABB
ServiceManager, ABB Data Service Supervision, and History Service, Figure 67.
All three services should have the same log on setting.

Also, this user must be represented in the User structure under the Administrators
User Group, Figure 68.
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If you need to change the PAS Service account, be sure to use the PAS Password
Administration tool (Open Control Panel > Administrative Tools > PAS >
Password Administration). The tool under the History menu only sets the History
account, it does not set the other services. The tool can also be started by typing
"pasPwdAdmin.exe" in the Run dialog. After setting the password, the station
should be rebooted for all the changes to take effect.

Services (Local)

ABB ServiceManager Mame / I Description I Status | Startup Type | Log On As | ;I
AEE Data Service 5... Started Manual B00xadom|S00xaservice )
Stop the service %ABB TMS Server for... MMs Lo, ., Manal Local System
Restart the service %ABB Process Admini... Started Aukomatic Local System
BLIEE Service Bedundant tarted Lutornatic Local System
Description:
fnr:nc:;;reocrto?ﬂlt?olsﬂ;:ifzgm:v;?rfw EE Syskem Matifica Process Po, Autarnatic Local Syskem
services. %ABB Tool Routing 5., Tool Routin,.. Manual Local System
Alerter Motifies sel... Disabled Local Service
%Application Layer G... Providess,., Manual Local Service
%Application Manage... Processesi,.. Started Manual Local System
%ASP.NET State Serv... Providess... Manual Mebwork Service
%Automatic Updates Enables th...  Started Automatic Local System
%Background Intellig... Transfers... Started Manual Local System
%ClipBook Enables Cli... Disabled Local System
%COM+ Event System  Supports 5., Started Manual Local System
%COM+ Syskem Appli... Managest... Manual Local System
Computer Browser Maintains a... Started Autarmnatic Local System
%Cryptographic Servi... Providesth... Started Automatic Local System
%DHCP Client Registers a...  Started Aukomatic Mebwork Service
%Distributed File Syst... Integrates ... Started Automatic Local System
%Distributed Link Tra... Enables cli...  Started Aukomatic Local System
%Distributed Link Tra... Enables th... Disabled Local System
%Distributed Transac... Coordinate... Started Aukomatic Mebwork Service
%DNS Client Resolves a...  Started Aukomatic Mebwork Service
%Error Reporting Ser...  Collects, st...  Started Automatic Local System
Event Log Enables ev... Started Automatic Local System
%File Replication Allowes Files. .. Manual Local System
and Support Enables He Started Sutomatic Local System
iskoryService Started Manual B00xadom|800xaservice )
TTP S5L This servic,..  Started Manual Local System
%Human Interface D... Enables ge... Disabled Local System LI

Figure 67. Verifying PAS Service Accounts
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ﬁJRDEBS System 12-dec-04 version of PPA4.0 // Plant Explo|

J| 5 ||E|I (Erter search name) j”m
I"E: User Structure ﬁ

=5 Q User Groups
Eﬂa Administrators - §00xadomIndustrial TAdmin, User Group
ﬁ BO0XADOM|F00xaadmin, User

B00xADOME00xaservice, User

I Q.; Application Engineers, User Group

|| Everyone - 800xadom’Industriall TUser, User Group
Hﬂa Cperatars, User Group

w1 B0 CAFhuzva Mavalnrere |lear iTvonn

Figure 68. Checking the Service Account in the User Structure

Diagnostic Log Files

Some Information Management applications generate log files to facilitate
troubleshooting, Table 7.

Table 7. Log Files

Application Location of Log Files

Information Enter %HS_LOG% in the Windows Explorer, Figure 69 and Figure 70.
Management History | This points to C:\ProgramData\ABB\IM\History\log on the system drive
(typically C:). An example log file is shown in Figure 71.

Application Scheduler |Go to C:\ProgramData\ABB\IM\Scheduler\ on the system drive

Process Administration | Go to C:\ProgramData\ABB\PAS\Pas0.log
Service

Open Data Access The ODA Server logging function records status information for each
query against the Numericlog table.

Logging is disabled by default. It is recommended that you leave logging
disabled unless you are having problems and need to provide ABB
support with a record of query activity. To enable logging, see the section
on ODA in System 800xA Information Management Configuration
(3BUF001092%).

The log files will be located at:

C:\ProgramData\ABB\IM\ODA
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Table 7. Log Files

Application Location of Log Files

Calculations For 800xA 5.0, the Calculation server outputs diagnostic debugging
messages to a series of files named CalcsDebug*.log, located in the
C:\ProgramData\ABB\IM\Calculations directory.

Installation C:\programData\ABB\IM\Install
and
C:\programData\ABB\PAS
Oracle Diagnostic alert_adva.log in C:\oracle\diag\rdbms\adva\adva\trace
Logs Find problems by searching for words like ERROR or ORA- (Be sure to

include the hyphen after the A in ORA-. Otherwise, the search will stop at
the word oracle which may occur thousands of times.)

ORA-1652: unable to extend temp segment by 128 in tablespace TEMP

ORA-000060: Deadlock detected. More info in file
C:\ORACLE\\admin\ADVA\udump\ORA04016.TRC.

This log may be lengthy. If it is difficult to read with notepad, try wordpad
or Microsoft Word. If this file gets too big (over years), stop PAS, stop
Oracle, then delete the file.

tnslistener log (listener.log) location:
C:\oracle\diag\tnslsnr\eng58\listener\trace

ﬂ e Upon a reboot the current log is saved as the log.old log and a new log is
started.

e In some cases you may need to zip up the complete contents of the log
folder and send it to a supportline center.
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Diagnostic Log Files

Computer View

(18 %Hs_LoGH

¢ Favorites 4 Folders (&)
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Figure 69. Accessing History Log Files
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Figure 70. Accessing History Log Files 1
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&} historyBackup.txt - Notepad 10l =|
File Edit Format Help

| v

l hsear wversion hsBARC.cC,v 20.1 2004,/08/11 22:13:42
hsBar irnwvoked with the following command:
"hsBar -mb -h g:ZhsBar“tarz227 "
HD bhackup--destination file is 'g:\hsBaritar227?'
Using 'DivHsDataHistory' for temp and oracle export directory
Connected to oracle as <ops$ocshiss
WARNING: This backup s executing with History Running.
If PoL data s added, modified, or deleted during this backup, oracle may
not he ahle to enable constraints for the POL tag1 The restore log should
reviewed to verify the oracle import of all the constraints succeede
Database backed up by exq utility
command :exp USERID= e="D: \HsData\H1story\BARExport dmp" OwnNER=0ps$ocshis BU

Export: Release 8.1.7.4.1 - Production on wed Mar 2 15:38:05 2005

(<) Copyright 2000 oracle Corporation. Al11 rights reserved.

Connected to: oracledi Release 8.1.7.4.1 - Production
Jserver Release 8.1.7.4.1 - Production
Export done in WESISOBS59P1 character set and WEBISO8859P1 NCHAR character set

about to export specified users ...
exporting pre-schema procedural objects and actions
exparting foreign function 1ibrary names for user OPS$0OCSHIS
exporting object type definitions for user OPS$OCSHIS
about to export OPS$OCSHIS's ohjects ...
exparting database Tinks
exporting sequence numbers
exporting cluster definitions
about to export OPS$OCSHIS's tables wia Conventional Path ...

exporting takble ARCHIVE_DE 797 rows exported
exporting takle ARCHIVE_LOG 6375 rows exported
exporting takle ATTR_ID_TO_MNAME 217 rows exported
exporting takle CLASS_ID_TO_MAME 34 rows exported
exporting takle DIR_LIST 4 rows exported
exporting takle ENG_UNIT_DESC 0 rows exported
exporting takle FILE_LIST 103 rows exported
exporting takle HIER_INFO 106 rows exported
exporting takle HISTORY_ASSOCIATIONS 251 rows exported
exporting takle HISTORY_ASSOCIATIONS_RST 0 rows exported
exporting takle HISTORY_ASSOC_OCC_END 247 rows exported b
exporting takle HISTORY_ASSOC_OCC_END_RST 0 rows exported
exporting takle HISTORY_ASSOC_OCC_START 251 rows exported
exporting takle HISTORY_ASSOC_OCC_START_RST 0 rows exported
exporting takle LOG_MAR_TAELE 105 rows exported

. exporting table LOGE_SOURCE 209 rows exported
exporting takle MODIFIABLE_COLUMNS 62 rows exported
exparting table MODIFICATIONS_ATTRIBUTES 0 rows exported
exparting table  MODIFICATIONS_ATTRIBUTES_RST 0 rows exported
exporting tahle MSG237

EXP-00002: error in writing to export file

EXP-00002: error in writing to export file

EXP-00000: Export terminated unsuccessfully

WARNING: This backup s executing with History Running.

If PoL data s added, modified, or deleted during this backup, oracle may

not be able to enable constraints for the POL tag1 The restore Tog should -

4 | vz

Figure 71. Example Log File

Performance Counters

You can add counters to the standard Windows performance monitor to evaluate and
debug the performance of Information Management history processes (System
Version 4.0 or higher). These counters are active as long as the Windows
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performance monitor is open. For long term monitoring, you can record the counter
statistics in a log file.

A quick summary of the available counters is provided in Table 8.

Table 8. Information Management Performance Counters

Name

Description

IM API Counters

These counters let you monitor the number of messages in the queue,
incoming messages per minute, and messages processed per minute
for OPC message log and/or PDL message log. Use these counters
when configuring your message logs to help you correctly size the
message logging application, or to debug the message logging
application when the performance is slow.

IM Archive Counters

These counters let you monitor the available disk space for archiving
and/or the number of archive failures. Use these counters to debug the
archive application when the performance is slow.

IM Collection Counters

These counters let you monitor the number of points per minute being
collected for DA (real-time) and/or HDA (history) data.

IM Storage Counters

This counter lets you monitor the number of points per minute being
stored in history.

Adding a Counter

To add a counter:

1. Launch the Performance Monitor from the Windows task bar (Open Control
Panel > Administrative Tools > Performance).

2. Right-click on the monitor, then choose Add Counters... from the context
menu, Figure 72.
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() File Action View Window Help HEE
o= 2[E @ = @
() peformance EEEENE ¥ IS
4 ﬁ Monitoring Toels
=P & Monitor
100
[ 3 Data Collector Sets
[ :a Reports
904
804
704
60
50
404
30
204 I
10+ \
9:33:00 AM %33:20 AM 9:33:39 AM %:34:20 AM 9:34:38 AM
Last | 0.000 Average | 1025 Minimum | 0000 Maximum | 8210 Duration | 1:40
Show Color Scale Counter Instance Parent Object Computer
'7

Figure 72. Adding a Counter

3. Choose whether to use counters on the local computer (Use local computer
counters radio button), or use counters from a different computer. To use a
different computer, select Select counters from computer:, then select the
computer from the associated pull-down menu, Figure 73.
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Performance Counters

Add Counters [ %]

~ Available counters

Select counters from computer:

I <Local computer =

j Browse. ., |

TCMPYG T ;I
IM API hsMsgServer Counters
IM API PDL Message Counters —
IM Archive Counters
IM HDA Collection Counters
IM HDA Log Counters
_____________________ m

Instances of selected object:

<Allinstances:
o

j Search |

Add == |

—Added counters

Counter

| Parent | Insk... | Computer |

Bemove <=

™ show description

Help OF

Figure 73. Selecting the IM Counter Category
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4.

Select the applicable counter category from the Performance Object menu,
Figure 74 (IM API Counters, IM Archive Counters, IM Collection Counters, or

IM Storage Counters).

Add Counters

Awailable counters

Select counkers From computer:

I <Local computer =

j Browse,.. |

ILMF¥Db

IM API hsMsgServer Counters

Mags in QUeUE

MagsiMinute In
MagsiMinuke Cuk

IM API PDL Message Counters

IM Archive Counters

Instances of selected object:

il

Figure 74. IM API Counters

Refer to the applicable section referenced below for details on selecting a

specific counter from the selected category:
— IM API Counters on page 211

—  IM Archive Counters on page 212

—  IM Collection Counters on page 213

— M HDAcollection counters

— IM Log Collection counters

—  IM Storage Counters on page 215

—  Logging Counter Statistics on page 216

210
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IM API Counters

There are three counters in the IM API Counters category. You may choose to use
all available counters by selecting All counters, or just certain counters by selecting
Select counters from list:, and then selecting the counters, Figure 75.

Each counter has two instances. You may choose to use all (both) instances or one
specific instance. Refer to the instance descriptions in Table 9.

Add Counters [ %]
~ Available counters r~Added counters
Select counters from computer: T | oy | Tnst... | Computer |
I <Local computer = j Browse. .. |
IM API hsMsgServer Counters =] ;I
IM API PDL Message Counters
IM Archive Counters
T™M HNA Collackinn Counkers M LI
Instances of selected object;
j Search |
Add = | Remove <=
™ show description Help | oK I el

Figure 75. IM API Counters Dialog
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Table 9. IM API Counters & Instances

Counters Instances Description
Msgs in Queue — Number of messages waiting to be stored
Msgs/Minute In — Number of messages coming into the queue
Msgs/Minute Out — Number of messages leaving the queue
— hsMsgServer Messages stored in the IMMSGLOG
— PDL msgs Messages stored in the PDLMSGLOG

IM Archive Counters

There are two counters in the IM Archive Counters category. You may choose to use
all available counters by selecting All counters, or just certain counters by selecting
Select counters from list:, and then selecting the counters, Figure 76.

There is one instance of each counter. Refer to the instance description in Table 10.

212
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Performance Counters

Add Counters X

i~ Avallable counters
Select counters from computer:

I <Local computer =

j Erowse... |

Instamces of selected abject:

IM Archive Counters =] =]
Disk Free
Failures i
IM HDA Collection Counters
IM HDA Log Counters
IM Storage Counters =

j Search |
Add > I

~Added counters

Courter | Patent | Insk. .. | Computer

IM Archive Counters

*

Remove ==

B

™ Show description

Help [s]:4

Cancel

Figure 76. IM Archive Counters Dialog

Table 10. IM Archive Counters & Instance

Counters Instances Description
Disk Free — Amount of disk space available for storing archive entries
Failures — Number of failed archive attempts
— IM Archive Information Management Archive Service

IM Collection Counters
There is one counter in the IM Collection Counters category (Pts/Minute), Figure 77
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The Pts/Minute counter has two instances. You may choose to use all (both)
instances or one specific instance. Refer to the instance description in Table 11.

i~ Available counters
Select counters From computer:

| <Local computer = j Browse. .. |

IMHDA Collection Counters = ;I
Prs/Minute
IMHDA Log Count: =
og Counters i
Logs/Minute
=

IM Storage Counters

Instances of selected object:

j Search |

Add Counters E2

- Added counters

[ Parent [ Inst... | Computer [

=]

Counter
M Archive Counters

e

Remove ==

Add == |

I Show description

Help | o4 I Cancel

Figure 77. IM Collection Counters

Table 11. IM Collection Counter & Instances

Counters Instances

Description

Pts/Minute —

Number of points being collected per minute

IM log collection

Number of HDA requests

IM HDA Collection

Number of values collected

214
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IM Storage Counters
There is one counter in the IM Storage Counters category (Pts/Minute), Figure 78.

The Pts/Minute counter has one instance. Refer to the instance description in
Table 12.

Add Counters
i~ Available counters i~ Added counters
Select counters from computer: Counter | FParent | Tnst... | Computer ‘
I <Local computer > j Browse. .. IM Archive Counters
IMHDA Collection Counters =l d * -
Pts/Minute
IM HDA Log Counters =] ey
Lags{Minute
IM Storage Counters =]
Instances of selected ohject:
j Search
Add == | Remaove <=
™ show description Help | ’TI pe—
Figure 78. IM Storage Counters Dialog
Table 12. IM Storage Counter & Instance
Counters Instances Description
Pts/Minute — Number of points being stored per minute
— IM Storage IM Storage

3BSE046784-600 B 215



Performance Counters Section 8 Information Management

Logging Counter Statistics

To record counter statistics for long term monitoring, you can set up one or more log
files. For each log, you must add one or more counters whose statistics will be
logged. This is similar to the procedure described in Adding a Counter on page 207.
You must specify a user account with administrator privileges under which the log
will run. As an option you may specify a file type, and set up a schedule for the log.
By default, the log will sample the specified counter(s) every fifteen seconds and
will store the data as a binary file. The binary file must be viewed using the
performance monitor. As an option you may specify another file format, for
example - text, and set up a schedule for the log.

The files are stored in C:\perflogs, Figure 79.

AN AL Perflogs -':'-
“ Home Share View 0

:(-:I * 1 ‘W C:\Perflogs v| C,-| | Search PerfLogs el |
-~ * ifi W 17
Xt Favorites Name Date modified Type Size
B Desktop . Admin 6/23/2014 12202 PM  File folder

4 Downloads

= Recent places

1M This PC

j Desktop

| Documents
4 Downloads

Jf Music

=| Pictures

& Videos
&, Local Disk (C3)

—a Mew Volume (E:)

Figure 79. Location of Performance Logs

To set up a log:

1. Open the performance monitor.
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Performance Counters

2. Add/Delete counters from the Performance Monitor as required, Figure 80.

(&) File Action View Window Help

|z

E= HE

@ Performance
4 i Monitoring Tools

BE Performance Monitor

4 |y Data Collector Sets
Fl 3 User Defined

7 Server Manager Per

[ :a System
E Event Trace Sessions

I :a Reports

80

60
E Startup Event Trace Ses 0

20

TE~- XS

L EE I M

Show Calor

Add Counters...

Save Settings As...

Save Image As...

Save Data As...

Clear

Zoom To

Show Selected Counters
Hide Selected Counters
Scale Selected Counters

Remove All Counters

Properties...

lf’_

3:20:14 PM 3:20:44 PM3:29:53 PM
4359 Minimum | 0.000 Maximum 44779
Duration 1:40

Instance Parent Object Computer

>

Figure 80. Add or Delete Counters from the Performance Monitor
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3. Add all the required counters to the current Performance Monitor. In Figure 81,
there is an example of adding all the IM counters.

Available counters Added counters

Select counters from computer: Counter Parent Inst.. Computer

IM APl hsMsgServer Counters

=

| <Local computer >

ICMP

ICMPvE

IM APl hsMsgServer Counters
IM AP PDL Message Counters
IM Archive Counters

IM HDA Cellection Counters
IM HDA Log Counters

Ik Storane Connters

IM AP PDL Message Counters

=

IM Archive Counters
-

IM HDA Cellection Counters

=

IM HDA Log Counters

=

Instances of selected object:

IM Storage Counters
=

|| Search |

| Add == | | Remove <<

[ show description

Figure 81. Adding all IM Counters
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4. Select all the counters and scale them as shown in Figure 82.

x
View Window Help _[=]*
=]
® peformance e [EX /[ OBR[ NP
4 L Monitoring Tools
B8 Performance Monitor - _—
4 [} Data Collector Sets e ’
4 [}, User Defined
T Server Manager Per| 80
b [a System
[z, Event Trace Sessions
[ Startup Event Trace Ses| &
b [ Reports
a0
204
3:36:35 PM 3:37:05 PM 3:37:35 PM 3:36:25 PM 3:36:34 PM
X3 [ pe—— Average|  -eeeeeee Minimum [ e [0 1 p—
Duration 1:40
Show  Color  Scale Counter Instance  Parent Object Computer | ~
v : WPTTES
v Add Counters... C \\PTTES
v . WPTTES
M Save Settings As... !
v EEmbES \\PTT65
ra Save Image As... e e \\PTTES
. Save Data As... = WPTTES
v \WPTTES
v Clear IM Archive Counters \\PTTES
< W 1L Zoom To 4
Show Selected Counters
Hide Selected Counters
< ] > ” Scale Selected Counters H
Remove All Counters

Figure 82. Scaling all the counters
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5. Create a New Data Collector Set as show in Figure 83. Give the collector set a
meaning full name. The default folder for the log file is sufficient.

(%) File Action View Window Help

e« e Bw B

@Perform_anc_e ?v|$x é?| "E.l:l!||| ’||
F [i Manitoring Tools
@ = Bk | 1
4[5 Datal  New »|  Data Collector Set |
a@BU View »
N :ag Mew Window from Here
E Eu Print
L) S8 Properties
[ :ﬁ Repol
Help

. N

Figure 83. Create New Data Collector Set
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SQL Queries

6. Start and Stop the user defined Collector Set as shown in Figure 84. Once
stopped double-click the file specified in the Data Collector Set configuration
to open the log file.

() Performance Monitor

@:;‘_. File Action View Window Help

e nE XEo= EE dPE2E

(%) Performance Marne Type Out
4 [ g Menitering Tools [ System Menitor Log Performance Counter Ch

BE Performance Monitor
4 [ Data Collector Sets

A 3_, Uzer Defined
M kA Dafarmanca Al

1 stan

Stop

T
el

Save Template...

La_rmLa

T

el

b [ Repe Data Manager...

Latest Report

Mew

Figure 84. Start and Stop Collector Set

SQL Queries

The SQL queries described in this section may be used to troubleshoot history
applications. Use the windows command prompt to login to oracle with the "/"
users. You must be either the <800xa Installer>, <800xA Service>, or a user in the
HistoryAdmin group to login. An example is shown in Figure 85.

@ If you cannot log in to SQLPlus, see Cannot Access History Database via SQL

on page 236.
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oo Command Prompt
sUserssn8BBxalnstall>sglplus s@localhost

[BQL=Plus: Release 12.1.8.1.8 Production on Tue Jun 24 B1:26:11 2814
opyright <c> 1982, 2813, Oracle. All rights reserved.

Last Successful login time: Tue Jun 24 2814 #1:19:57 +85:38

onnected to:
Oracle Database 12c Release 12.1.8.1.8 - 64bit Production

BQL> select * from opsSocshis.object_table where ohject_type =
OBJECT_ID
OBJECT _NAME

OBJECT _TYPE UERSION

4
[PHSIMMSGLOG_IP_172_16_36_62-1-0
2 6.8-8

BQL> select count{*> from opsSocshis.msg4;
COUNT (=)
128082779

[BQL> exit
Disconnected from Oracle Database 12c Release 12.1.8.1.8 — 64bit Production

Figure 85. Example SQL Query

In this example, the first query is used to get the message IDs for all message logs
on this node. The second query gives you the number of messages in the log whose

ID is specified (in this case 4).

These and other queries are described in Table 13.

222
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SQL Queries

Table 13. SQL Queries

Query

Description

select count(*) from ops$ocshis.object_table
where object_type = 1;

Get number of Information Management
History log configurations that exist in Oracle.
This may be useful if you suspect that log
configurations that exist in the aspect system
are not being created in Oracle.

select object_id, object_name from
ops$ocshis.object_table where object_type = 2;

Get the ID for all message logs on the node.
IDs are used in other queries to identify the
message log.

select count(*) from ops$ocshis.msgnnnn

nnnn = message log ID

Get the number of messages stored in the
specified log. This is useful when you are
unable to retrieve message from a data access
application such as the DataDirect message
Log dialog, and you want to determine whether
the problem is with the message log or the data
access application.

select to_char(sysdate,' DD-MON-YYYY
HH:MI:SS') time, m.idx, c.* from
ops$ocshis.msgcount&1 ¢, msg&1 m where
m.idx = (select max(idx) from ops$ocshis.msg&1)

Get the message log size
Parameter 1 = log id

select idx, to_char(localtime, 'dd-mon-yyyy
hh24:mi:ss') Il '." Il Ipad(time_nano/10000,3,'0")
localtime, message from ops$ocshis.msg&1
where utc > (select max(utc)-&2 from
ops$ocshis.msg&1) order by utc, time_nano

Get last X messages stored
Parameter 1 = log id, Parameter 2 = number of
messages

select m.idx, rpad(a.str_value, 120) ||
rpad(a.nbr_value, 15) II
rpad(to_char(a.date_value, 'MM/DD/YYYY
HH24:MI:SS'"), 30) Attribute_Value from
ops$ocshis.msg&1 m, ops$ocshis.msgattrs&1 a
where m.idx > (select max(idx)-&2 from
ops$ocshis.msg&1) and m.idx = a.idx

Get vendor attributes for last x messages
stored

Parameter 1 = log id, Parameter 2 = # of
messages
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Table 13. SQL Queries (Continued)

Description

Query
select m.idx, to_char(m.localtime, 'mm-dd
hh24:mi:ss') Il '." | Ipad(m.time_nano/10000,3,'0")
localtime,

v.category_name,
v.attr_name,

rpad(a.str_value, 71) Il rpad(a.nbr_value, 15) ||
rpad(to_char(a.date_value, 'MM/DD/YYYY
HH24:MI:SS"), 30) Attribute_Value

from ops$ocshis.msg&1 m,
ops$ocshis.msgattrs&1 a, msgvendors v
where m.idx > (select max(idx)-&2 from
ops$ocshis.msg&1) and m.idx = a.idx and
v.attr_id = a.attr_id

order by a.attr_id

Get last X messages and the associated
vendor attributes with attribute names
Parameter 1 = log id, Parameter 2 = #
messages

select * from ops$ocshis.msgvendors order by
vendor_name,category_name,glb_category,
category,seq_nbr

Get category definitions of vendors attributes

select localtime as Time, time_nano/10000 as
msec, source as Source,
SUBSTR(MSGATTRVAL('ObjDescription',idx),1,2
50) as Description,
SUBSTR(MSGATTRVAL('Area',idx),1,250) as
Area, condition, sub_cond,
SUBSTR(MSGATTRVAL('State',idx),1,250) as
State from IMMSGLOG_IP

order by localtime

Example query against the Information
Management Message Log

select name,variablevalue,occurrence,taskid from
ops$ocshis.task_variables_occurrences

where taskid in(select taskid from task connect by
parentid = prior taskid start with taskid =

(select taskid from ops$ocshis.task where name
='P050006'))

Gets batch variables directly from the lower
level tables without having to use the views
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Debug Files and Trace Monitors for Display and
DataDirect

Display Services and DataDirect provide several tools for troubleshooting data
access applications:

*  DataDirect Debug File on page 225
*  Display Services Trace Log and Communication Statistics on page 225

e Trace Monitor on page 226

DataDirect Debug File

This function is available via the Setup tab on the DataDirect Options dialog. When
this option is selected DataDirect writes status information to a text file that you can
use for troubleshooting. The file name is debug.txt. This file is located in
%ABB_ROOT%InformIT\DataDirect\tmp. The default path for % ABB_ROOT%
is: C:\Program Files\Abb Industrial IT\

Display Services Trace Log and Communication Statistics

The Trace log displays system error messages and user defined messages with time
stamps, Figure 86. Messages are sent to the trace log via the trace script. To open the
trace window, choose Help > Diagnostics >Trace Log on the Display Client menu
bar.

Sdvalnform Dizplay Trace Log

r[]3:32:45-T-Emwser:E:-:tansive-<< [FileAgent] RighttMenuSupportiname=D:scottfzoommod, type: LI
03:32:45-T-Browser Estensive-< < [Filedgent] GetLegalChilds[type=DISPLAY childs= retztat=1]
03:32:45-T-Browser E stensive-< < [FileAagent] GetLegalChilds(type=GROUP, child:=015PLAY rel
03:32:45-T-Browser Estensive-< < [Filedgent) RighttMenuSupport{name=0: scottfzoommod ype:
03:32:45-T-Browser Estensive-< < [Filedgent] RighttdenuSuppartiname=0D:zcott¥zoommod type:
03:32:45-T-BrawserExtensive-<< [Filedgent) RighttdenuSuppart{hame=0: scott¥zoommod bype:
03:32:45-T-Browser.Estensive-< < [Filedgent) RighttMenuSupport{name=0: scottfzoommod type:
03:32:45-T-BrowserExtensive-< < [Filedgent] GetRighttenultype=DISPLAY action=5 retgtat=1"

Figure 86. Example Trace Log
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Help > Diagnostics >Communication Statistics opens the Communication
Statistics dialog, Figure 87.

Figure 87. Communication Statistics

For further information refer to the applicable sections in System 800xA Information
Management Display Services (3BUF001093%).

Trace Monitor

The Display Services Trace Monitor lets you track problems related to the data
providers. To use the Trace Monitor:

1. Navigate to

From the path start the ABBMon.exe: C:\ Program Files(x86)\ABB Industrial
IT\Inform IT\Display Services\Server\Utils
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2. Use this dialog to open the Trace Monitor. As an option, you can also use this
dialog to send the trace output to a log file (reference Figure 88):

a.

b.

Check

Select All Processes.
Enter the path specification for the log file (optional and recommended).

Click OK when you are finished. This opens the Trace Monitor window,
Figure 89. The window will be empty until you set up the monitor.

All Processes

Send output

to a log file

X
= Ire-( «| W AllProcesses
hzHistorySync. exe E7.. ~— o
AfwFsdiode.exe 36... RS . Cancel |
AfwbDServerexe 21..  — | Show Time
Dfssve.exe 16...
svchost.exe 39.. I Show PID
ADSdpDDR.exe T2 [~ Newest in top
ADSspCOM. exe T2
Batch_ShowRed exe 38, Buffer size [lines) I‘IDDD
AbwSyzhdzgSrv. exe 21...

AfwScheduler.exe 20... / ~Log ta file

) (10 B T30 [ (= = jal= -

ADSdpLOG exe 5 \ IEI:\temp\DataF‘rowderTrace.log Browse. . |
Batch_phazed.exe 29.. — -
BatchOpcieServer exe 47... Linez in file IEDDD Files |5
omoService. exe 5]

AdvieSty.exe 9. (= Ovenwrite ) Sppend
PAS_Service.exe 828 LI

Figure 88. Select Process Dialog

ELJITEY

File View Window Help

g ol @] x]|

T o

MNow using C:%temp)DataProviderTrace. log

Figure 89. Trace Monitor Window

3. Usestart c:\ Program Files(x86)\ABB Industrial IT\Inform
IT\Display Services\Server\Utils\ABBTrace.exe. This displays
the Trace Settings dialog.

4. Use this dialog to set up the Trace Monitor (reference Figure 90):
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a. Specify the server (typically localhost).
b.  Use the Task drop-down menu to select Use name below.

c. Enter the name of the data provider for which this monitor is being set up.
Enter the name exactly as it is indicated in the Display Server Status
dialog (ABB Start Menu > ABB Industrial IT 800xA > Information
Mgmt > Display Services > IM Display Server Status).

ﬂ For more information on ABB Start Menu, refer to System 800xA Tools
(2PAAI01888%).

Select all traces in the Flags list.

£
— Server Info
Server Ilocalhost
Cancel
Port Ig —I
Defaults |
r Trace Info

Task

= ~ | AND channel ID

o DEA

Mame

Flags

Walue | Diescription ;I
1024 TRACE_ORACLEID

2048 TRACE_SALLIGHT

4036 TRACE_SaLHEAWY

8192 TRACE_GENERALZ

16384 TRACE_OMF

32768 TRACE_TIMING A
1| | 3

Figure 90. Trace Settings Dialog

d. Click OK. This activates the Trace Monitor which will begin displaying
trace information, Figure 91. The setup dialog will remain open. Do not
close it at this time. You’ll need to use it to stop the monitor when you are
finished.
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UoA—1—-value: “uUd, LEVEL: IKAL.L_UKAL,LILJ.U
DEL-I-Walue: §00, Lewvel: TRACE 3JALLIGHT
DEL-I-Walue: 1000, Level: TRACE SALHEAVY
DEL-I-Walue: 2000, Lewvel: TRACE GENERALZ
DEL-TI-Value: 4000, Lewvel: TRACE ONF
DEL-I-Walue: §000, Lewvel: TRACE TIMNING

DEL-T-ReadFromQueue:1, id:345, stat:0, Client:5000c00, Func:1145515400
DEAL-T-53IP message, Func: 0x7544, Length: 0O

DEAL-T-53IP message, Func: 0x7544, Length: 0O

DEL-T-ReadFromQueues:1, id:345, stat:0, Client:k00, Func:l
DEL-T-ReadFromQueues:1, id:345, stat:0, Client:k00, Func:l

DEL-T-[1458] Dynamic Select |select table Name from ims tables| MaxRows: 100
DEA-T-[148] Dynamic Zelect |[select table Name from ims_tables| MaxRows: 100
DEA-E-Zelect, Exception while processing:|select table Name from ims_tables|
DEAL-E-OError Nuwber S50040e37000Description [Cracle] [ODBC] [Cra] ORA-00942: table or wview does not existOl
DEL-T-Dvnawmic Select Pesult: o4

DEL-T-ReadFromQueues:1, id:345, stat:0, Client:b00, Func:1145515400

Figure 91. Example Trace Monitor Output

If you are sending the output to a log file, this same information will be available in
the specified log file. You can take a snapshot of the Trace Monitor as a further
option (View > Snapshot).

Turn the Trace Monitor off when you are finished. Select <No trace> in the
@ Trace Settings dialog, Figure 92, and click OK. Click Cancel to close the dialog.
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+ ABBTrace ] x|
— Server Info _
0k
Server Ilocalhost
Cancel |
Part IU

Defalts |

— Trace [nfo

Task IUSE name belu-j AND channel |0

Or

Name DB&

Flags

WValue | Deseription -
<Mohraces

1 TRACE_FILEID =

2 TRACE_PIPEID

4 TRACE_SOCKETIO

Figure 92. Turning the Monitor Off

History

This section provides guidelines for troubleshooting problems related to History.

Checking Upstream for History Problems

Problems with numeric and/or message data collection in Information Management
history may actually be due to problems upstream in the 800xA system. Before you
spend time and effort troubleshooting the Information Management history
configuration check the following upstream applications:

* related basic history trend logs.
*  OPC DA data source - subscribe to live data via the Control Connection aspect.
e status of the System Message Service in the Service structure.

*  verify that messages are available via alarm/event lists.
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What To Look For When Logs Do Not Collect Data

Data Not Available in Basic History Trend Logs

If you cannot read data from the basic history trend logs, make sure you have added
history source aspects in the structures where those logs reside. Refer to the section
on configuring property logs in System S800xA Information Management
Configuration (3BUF001092%).

Data Available in Basic History Trend Logs But Not IM History Logs

e  Sample Blocking Rate - It is common when you first activate a log to see the
operator trend data, but no history (Information Management-based) data. This
is due to the sample blocking rate configured on the Data Collection tab of the
Log Template. The blocking rate controls the frequency at which data is
collected by the history log from the source trend log. If you experience this
lag, check the blocking rate to determine whether or not that is the cause.

*  Restart Basic History - Sometimes it is necessary to restart Basic History on
Information Management and Connectivity servers after logs have been added.

*  Stagger - It is strongly recommended that you use the hsDBMaint stagger
function to evenly distribute collection from the basic history logs. Failure to
stagger the Information Management logs may result in excessive and
unbalanced disk I/O load on both the Connectivity and Information
Management servers, and may result in missing data in the Information
Management logs.

To check whether or not the stagger function has been run, you can generate a
statistical file for the collection process as described in Performance Counters on
page 206. Search on the keyword secondary to find the SECONDARY LOG
QUEUE STATS section, Figure 93. If all logs having the same blocking rate are
grouped together (for example, 12,000 logs with 1-hour blocking rate, and 3000
logs with 4-minute blocking rate), then stagger has not been run. Also look for stale
request messages in the hsCollection log file, Figure 94.

Run this function from the hsDBMaint main menu. History must be running when
you run the stagger function. Refer to the section on history database maintenance
in System 800xA Information Management Configuration (3BUF001092%).
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SECOMDARY LOG QUEUE STATS:
Mext 2ndary Logs (including TogIto = 2010 will be collected in 1:44 (MMMM:ISS)
15000 = Number of Zndary Log queue Entries currentTly In Use
15000 = Mumber of 'Secondary' Logs Represented By These Entries
2 = Mumber of Time slots In The Queue

Before S950.00 = Average number of requests per minute

S T cCurrent size of 2ndary Log Queue = 1920000 bytes

tagger storedresponded(0), waitingForstorage(l), WotsStoredvet(2)
The Current Time is Tue Mar 29 2005 21:54:16. 000000

3000 3000 0O 0 4] 0:04:00 Tue Mar 29 2005 21:56:00
12000 12000 0O 0 4] 1:00:00 Tue Mar 29 2005 22:00:00

A AT R e e it et

————————————— PRIMLOGRES - e e oo

g i LOG QUEUE STATS:

Mext 2ndary Logs (including TogID = 59910 will be collected din 0:07 (MMMM:ISS)
15000 = Mumber of Zndary LOog Queus Entries currently In Use

15000 = Number of 'sSecondary’ Logs Represented By These Entries

59 = Mumber of Time slots In The Queus

After 950,00 = Aver‘age number of requests per minute

current size of 2ndary Log GQueus = 1920000 bytes
Stagger storedresponded(0), waitingrForstorage(l), NotsStoredvet(2)

The Current Time is wed Mar 30 2005 23:08:23.000000

#Entrs #Logs ack msd Fails B-Rate Mext Collection Time
275 373 0 0 0 0:04:00 wed Mar 30 2005 23:08:30
275 3730 Q Q 0:04:00 wed Mar 30 2005 23:09:00
100 100 0O 0 0 1:00:00 wed Mar 30 2005 23:09:00
375 375 0 o] o] 0:04:00 wed mar 30 2005 23:09:30
375 375 0 0 0 0:04:00 wed Mar 30 2005 23:10:00

Figure 93. Checking Stats File for Stagger

&%, hsCollection0.log - Notepad =]

File Edit Format Help

-——->ALIGNMENT QUEUE STATS<---—
Next aligned Log (logID = 16670 to be activated in 0:00 (MMMM:SS)

LogsToactivate activationsalignment Time

4444 sat Mar 18 2005 19:02:00
2045 sat Mar 15 2005 19:02:02
7393 sat Mar 19 2005 19:02:08

HNumber of Logs waiting to be Aligned = 13882

Mumber of nMumber of Entries waiting to Align = 3

current size of aligrment queue = 444224 bytes

———->END OF ALIGMMEMNT QUEUE STATS<----—

hscactLog. c @ 2507 19-19:02:00| STARTUP COMPLETE.

hscstartlp.c @ 370 19-19:02:00| setting reTranslate response Handle, -1 to §

hssignals. c @ 740 15-15:03:29| add event 8 OxloQedaSc, h = Ox000005F8 SIGALRM

hsczndLogg. @ 1418 15-15:05:08| Total 100 stale regquests] NO_DATA for ID=26547(cfg=0x120e44d0)( PPAZ.1 HDA')
hsczndLogg. © @ 1418 19-19:06:08| Total 200 stale reguests] NO_DATA for ID=22709(cfg=0x1205be50)¢ PPAZ.1 HDA')
hsczndLoga. © @ 1418 19-19:06:08| Total 300 stale requests] NO_DATA for ID=28643(cfg=0x12133a%03¢ PPAZ.1 HDA')

Figure 94. Stale Requests Messages in hsCollection Log File

232 3BSE046784-600 B



Section 8 Information Management Logs Not Activating

I hsCollection0.log - Notepad [_ O] <]
File Edt Format View Hslp

<4428 2: 199 Ox8abblc30 {86378CFE-B2A1-40352-8B86-830AA21E0CAS [<[cantrol Structure]Root/IMDA/OOJ.OK/GrUup 01/ TAG-000000: MEASURE,LUg,BOsecJ.w:»;l
<4428>| collection received 2 ReadRaw ¢ 2 STILL_TN_SvYWC ) Tailures in the last 5 minute:

<4428>| First rReported:

<4428 1: 197 OxBabblc30 {482AF4EE-6641-4D1E-8906-F9B8C2247498 < [Control Structura]Root/IMDA/O0_10K,/Group_01,/TAG-000001 :MEASURE, Log_30sec_lw>
<4428 2: 199 Ox8abblc30 {86578CFE-B241-4052-8B86-8304421E0CE3 < [Control Structure]ROOT/IMDA/O0_LOK Group_01/TAG-000000:MEASURE, LOg_3058c_lw>
<4428>| collection received 2 Readraw ¢ 2 STILL_TW_SvNC ) fTailures in the last 5 minutes.

<4428>| First rReported:

<4428 1: 197 OxBabblc30 {482AF4EE-6641-4D1E-8906-F9B8C2247498 < [Control Structura]Root/IMDA/O0_10K,/Group_01,/TAG-000001 :MEASURE, Log_30sec_lw>
<4428 2: 199 Ox8abblc30 {86578CFE-B241-4052-8B86-8304421E0CE3 < [Control Structure]ROOT/IMDA/O0_LOK Group_01/TAG-000000:MEASURE, LOg_3058c_lw>
<4428>| collection received 2 Readraw ¢ 2 STILL_TW_SvNC ) fTailures in the last 5 minutes.

<4428>| First rReported:

<4428 1: 197 OxBabblc30 {482AF4EE-6641-4D1E-8906-F9B8C2247498 < [Control Structura]Root/IMDA/O0_10K,/Group_01,/TAG-000001 :MEASURE, Log_30sec_lw>
<4428>! 2: 193 0x8al_:b1530 {86578@5—52.&1—4052—8586—8‘3\0?4!20(63}<[CEnt:oT STructure] R0t/ IMDA/00_LOK /Group_01/TAG-000000 : MEASURE, Lag_3052c_lw>

ot | IR

JOCOCDODoOD OO D)

Figure 95. Enhanced Output shows the Full Path of the History Log with the Error

Logs Not Activating

When using the Bulk Configuration tool in Microsoft Excel to create a large number
of property logs, the logs will not activate automatically. To start the logs use the
Log List aspect on the Inform IT History Objects object in the Node Administration
structure. Refer to the section on starting and stopping data collection in System
800xA Information Management Configuration (3BUF001092%*).

Cannot Start History

*  PAS Service account not correctly specified. See PAS Service Account on
page 201.

*  Check the hsSuperIPC log file for errors or failures. See Diagnostic Log Files
on page 203.

*  Invalid user/password for History Service Account.

Cannot Create Oracle Database Instance

*  Domain controller and Information Management server may be out synch.
Check the time setting on both nodes. If they are off by 10 minutes or more the
wizard may fail to create the database. Also check Time Zone settings.

»  Failure to create the Oracle Listener service. This is the last step of the
oracle 12c¢ install utility. The user can re-run the utility to configure the listener.

*  Current user not in HistoryAdmin group. Verify that the user you are
currently logged in with is a member of the HistoryAdmin group. If not, it is
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recommended that you log in as the user that installed the software. This user is
a member of the HistoryAdmin group. As an alternative, you may add the
current user to HistoryAdmin. If you add a new user you must restart history
via PAS.

Cannot View Report from IM report logs

Verify the IIS is configured on the IM server.

Insufficient Oracle Tablespace

Oracle tablespaces will be sized correctly if you made the correct choices for small,
medium, and large for each log type in Oracle Instance wizard. Also, putting Oracle
and file-based data on dedicated data drives rather than the system drive allows
tablespaces to autoextend up to the free space available on the drive where they
reside. If you do not make the correct selections based on your storage
requirements, you may run out of tablespace under the following conditions:

Creating a OPC Message log that is larger than can be supported by the
allotted tablespace. For example, if you selected Small OPC message log (up
to 500K entries), then you attempt to create a 12-million entry message log,
history will not allow this. In this case, you must adjust the
INFORM_HS_RUNTIME and HS_INDEX tablespaces. See Table 14.

If you attempt to configure more numeric logs than supported by the
allotted tablespace. Adjust the HS_ CONFIG and HS_ICONFIG tablespaces.
See Table 15.

If your PDL application grows larger than is supported by the allotted
tablespace. Adjust the HS_PDL and HS_IPDL tablespaces. See Table 16.

Table 14. OPC Message Logs (Includes PDLMSGLOG)

Tablespace Small - 500K Entries | Medium - 3M Entries | Large - 12M Entries
INFORM_HS_RUNTIME 214Mb 1287Mb 5224Mb
HS_INDEXES 190Mb 1144Mb 4589Mb
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Insufficient Oracle Tablespace

Table 14. OPC Message Logs (Includes PDLMSGLOG)

Tablespace Small - 500K Entries | Medium - 3M Entries | Large - 12M Entries
Temp 512Mb 1024Mb 2048Mb
Rollback (Undo) 256Mb 512Mb 1024Mb

Table 15. Numeric File-based Logs

Tablespace Small - 10K Logs Medium - 25K Logs Large - 50K Logs
HS_CONFIG 40Mb 85Mb 171Mb
HS_ICONFIG 40Mb 94Mb 188Mb

Table 16. PDL Objects and PDL Data

Tablespace Small - 10K Objects | Medium - 25K Objects | Large - 50K Objects
HS_PDL 60Mb 355Mb 710Mb
HS_IPDL 50Mb 149Mb 298Mb

*  Consolidation of OPC and PDL messages, and PDL data. If the
INFORM_HS_RUNTIME and HS_INDEX tablespaces run out of space, OPC
and PDL message consolidation will fail. If the HS_PDL and HS_IPDL (index)
tablespaces run out of space, PDL data consolidation will fail.

Extending Tablespace

The user interface for extending tablespace has changed as of 800xA 5.0. For
details, refer to the section on History database maintenance in the applicable
version of the Information Management History Configuration Guide.
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Insufficient Temp Tablespace and Rollback Segments

The Oracle Temp tablespace and rollback segments are used during certain history
operations, including restore, archive, message and PDL consolidation, deletion of
PDL data, and reporting.

With Information Management version 4.0 and later (using Oracle 9) rollback
segments have been replaced with UNDO tables.

Complex queries against PDL and PDL deletion operations may use a significant
amount of this tablespace. If you get an indication of insufficient temp or rollback
space in these situations, it is recommended that you adjust the query or delete the
PDL data in smaller increments.

Restoring a history database also uses the Oracle Temp tablespace and rollback
segments. If you run out of space during a restore operation, the restore will fail, and
you will be required to increase the temp and rollback space before retrying the
restore.

Use the Oracle Instance Maintenance wizard to extend the applicable tablespace.
The recommended guideline is to double the current size.

You cannot decrease the temp or rollback size. Therefore, you should take care to
increase the size by a reasonable amount that will provide the space you need.
The only way to revert back to a smaller size is to make a backup of your
database, drop and recreate the Oracle instance, and then restore the database.

Generally, you should extend a tablespace by modifying (increasing) the existing
file. Use the Add function when you need to add tablespace on a different drive.

Cannot Access History Database via SQL

Check the user account as described below and shown in Figure 96:

*  Make sure the user (currently logged in as) belongs to these local groups:
—  HistoryAdmin
— ORA_DBA

*  Whenever connecting to oracle specify the @localhost suffix for the
connection. This is required to connect to oracle.

236
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2 Computer Management

File Action View Help
i ? x
PRI fg' XE= ora_dba Properties

& Computer Management (Local | Name Dese| | Generl

4 [} System Tools P Hyper-V Administrators Men .
I+ @ Task Scheduler 115 USRS Built @ ora_dba
b {2 Event Viewer & MNetwork Configuratio...  Merr]

I 2| Shared Folders

el Performance Log Users  Merr]

a % Local Users and Groups & performance Monitor .. Men Description: ‘Omcle DBA Group
‘J_ gsers P Power Users Pow
SO &l Print Operators Merr Members:

&) Perf
b &) Ferformance eI RDS Endpoint Servers  Servy é,EDDXADOMG\EMalnStE"

% RDS Management Ser... Serve d’EMXADOMG\MESENiCB
PEIRDS Remote Access 5. Servy & Administrator
5 Remote Desktop Users  Men S NT AUTHORITSYSTEM (5-1-5-18)

& Remote Management... Me

= Device Manager
4 3 Storage
I ‘}3) Windows Server Backug
=f Disk Management
I T4 Services and Applications

HistoryAdmin Properties

e Replicator Supy

el Users User| W

& HistoryAdmin M H

25 ORA_ASMDEBA N % HistoryAdmin

P ORA_ASMOPER ORA| :

P ORA_CLIENT_LISTEME... ORA|

¥ ora_dba Orad Description: ‘ IM Histary Admin Group
P/ ORA_GRID_LISTENERS ~ ORA|

P ORA_INSTALL ORA| Members:

/ORA_OPER ORA | [ 500XADOME \B0Balnstal

e ORA_OraDb12c_ADVA... ORAJ d)EDDXADOMG\EMaSenrice
% ORA_OraDb12c_ADVA... ORA & Administrator

P ORA_OraDb12c_ADVA... ORA|
P ORA_OraDb12c_ADVA... ORA|
P ORA_OraDb12c_ADVA... ORA|
P ORA_OraDb12c_ADVA... ORA|
P ORA_OraDb12c_ADVA... ORA|
P WinRMRemoteWMIU...  Me

Changes to a user's group membership

Figure 96. Checking User Groups

Entry Tables and Error Reports for Numeric Logs

The hsDBMaint Entry Tables Report provides good information for troubleshooting
numeric logs. This report will help you to determine whether the problem is with
history or another application such as the core system, or data access application.
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To generate this report, open a Windows command prompt and enter:

hsDBMaint -report > report.txt 2> error.txt

ﬂ hsDBMaint must run from an administrator command prompt. Since the default
folder for the Administrator command prompt is c:\windows\system32, change
the directory before running hsDBMaint.exe.

This creates two text files in the location from which you ran the report. For
example, in Figure 97, the reports are created in C:\Documents and Settings\ptt.

Command Prompt

Microsoft Windows 2888 [Version 5.88.21951]
{C> Copyright 1985-2888 Microsoft Corp.

C:xDocuments and Settingssptt>hsDBMaint —report > report.txt 2> error.txt

[EX C:'Documents and Settings',ptt _‘I@I ;Iglll

File  Edit View Fawvorites Tools  Help ﬁ

e Back v = - | i search |%FOIders @“ﬁ X = | -

Address ID C:\Documents and Settingsiptt j 6o | Lirks **
Folders X | | Mame | Size | Tvpe |:|
Desktop a | | Local Settings File Folder

My Documents __|5endTa File Folder
El"@. My Computer __| Application Data File Folder
é‘ 314 Floppy (42 __|MetHood File Folder
52 FTP Area on 10,126, 1,67 (8] | | Desktop File Folder
EIQ Lacal Disk (21 = |E2 cookies File Folder
E-E3 ais a My Documents File Folder
{2 Corfig.Msi [(rolupInstalFies File Folder
B2 del 4] Recert File: Folder

=+ Dacuments and Settings 5| ntuser.ini 1 KB Configuration Settings

B Administrator & 290ec04_0043_1..., 45,090 KB Easy CD Creator In...

-0 All Users &7087an05_0048 1., 85,886 KB Easy CD Creator Im...

6KE  Text Document
-0 Frt 1KB  Text Documnent
D imuser TIOKE  Text Document
=23 it : 1,068KE DAT File
D Application Data % ntuser.dat.LOG 1KB  Text Documnent

-
1| | » 1| | 3|

D Default User

FNTSER, DA

Figure 97. Location of Table Entry and Error Reports
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The entry table provides statistics that help you to verify whether or not numeric
logs are functioning properly. You can also look up the Log ID for a specific log
name. Figure 98. Log IDs are used in SQL queries against historical tables.

Rows marked with an asterisk (*) indicate logs with errors. A summary is provided
at the end of the report. An example error report is shown in Figure 99. This
information is useful for level-4 (development) support.

& report.txt - Notepad i l:] e ]
File Edit Format Help

[DCtarlos) Fri Mar 25 16:22:26 2005 =
S start Time End Time dbratio Hext ROWS GoodDt Badht MoDt fg;’;D Log Mame

A 04 Mmar 25 mar 05 16:14:14 1.00:1 -1 30544 21781 8763 Q 12 $HSFermenterd, Fermente
A 04 Mar 25 Mar tla: 1.00:1 -1 30535 21771 8764 o] 14 $HSErewkett]el, AnountH
A 04 mar 25 mar 1.00:1 -1 30660 21896 8764 Q 16 $HsBrewkettlel, FlInlet
A 04 mar 25 mar 1.00:1 -1 80373 80608 8745 Q 18 §HsBrewkettlel,FlLevel
A 04 Mar 25 Mar 1.00:1 -1 30301 21539 8762 Q 20 $HSBrewkettlel,F2Inlet
A 04 Mar 25 Mar 1.00:1 -1 30302 21539 8783 o] 22 §HSBrewkettlel,F2Level
A 04 mar 25 mar 1.00:1 -1 20302 21529 8763 0 24 §HsBrewkettlel,Fiinlet
A 04 Mmar 25 mar 1.00:1 -1 30302 21539 8763 Q 26 $HSBrewkettlel,FiLevel
A 04 Mar 25 Mar 1.00:1 -1 30303 21540 8763 o] 28 §HSBrewkettlel,F4Inlet
A 04 mar 25 mar 1.00:1 -1 30545 21781 8764 Q 30 §HSBrewkettlel,F4Level
A 04 mar 25 mar 1.00:1 -1 30303 21540 8763 Q 32 $HSErewkettlez, AmountH
A 04 Mar 25 Mar 1.00:1 -1 30661 21896 8745 Q 34 $HSBrewkettle2,FlInlet
A 04 Mar 25 Mar 1.00:1 -1 89370 80808 87a2 o] 36 $HSBrewkettlez,FllLevel
A 04 mar 25 mar 1.00:1 -1 30302 21539 8763 Q 38 §HsSBrewkettleZ,F2Inlet
A 04 Mmar 25 mar 1.00:1 -1 30302 21539 8763 Q 40 $HsBrewkettlez,F2Level
A 04 Mar 25 Mar 1.00:1 -1 30302 21539 8763 Q 42 $HsSBrewkettlez,F3inlet
A 04 mar 25 mar 1.00:1 -1 30302 21539 8763 Q 44 §HSBrewkettle?,F3Level
A 04 mar 25 mar 1.00:1 -1 30304 21540 5764 \\\\ Q 46 HSBrewKett1e2,F4In1et

IS4 40 Mar us Lbilgils

. . 1 1
Error Indication {37 25 Mar 05 16:14:14  1.00:1 Entry Tables
137 25 Mar 05 16:14:14 1.00:1
137 25 Mar 05 16:14:14 1.00:1
| - - | Log IDs
| 5462 active Logs 0 Inactiwve Logs |
| |
| Good values 539830646 o] |
|hadpata values 12904187 o] |
|nopata  wvalues o] o] |
| Percent Good S7. 6654 1A | Entry Tables Summary
| |
|Logs with Errors: 3 |
i i

Figure 98. Example Entry Tables Report
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errors.txt - Notepad
File Edit Format Help

hsProcessohjs. @ 544 | 1. START 'Processobjsstart

I0= 72,File= 31, , , , , , ,Bad DSxw 2
ID= 772,File= 381, 0 0 0 0 0 ,Bad Dsxw 2
ID= 774, File= 382, 0 0 0 0 0 ,Bad DSxw 2
hsProcessobjs. @ 808 | 1. sSTOP  'Processohjsstart ‘- 5459, time = 00:17:28 or 1048 sec
hsProcessob]s. @ 344 | 1. START 'Processohjsstart .

hsProcessobjs. & 808 | 1. sSToP  'Processobjsstart f— 3, Time = 00:01:44 or 104 sec

Figure 99. Error report

Oracle Fails to Start

Problems with the DNS Server may in turn cause problems with Oracle. If you are
having problems with Oracle, check whether or not the DNS server is functioning
properly by testing the nslookup command. Run the command for the local node
and an external web site (for example www.cnn.com).

External sites can only be tested if the DNS server has forwarding enabled to
resolve non-ppa zones AND a route to the internet is available.

Also try using both IP address and workstation name. Some examples are illustrated
in Figure 100.
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ommand Prompt

C:“Documents and Settings“ftt>nslookup 18.126.3.187
Server: engl2.rochny.uspra.abb.com
Address: 18.126.8.12

Mame = tard@? . rochny.uspra.abb.con
Address: 18.126.3.187

C:~\Documents and Settings:fttinslookup 127.8.8.1
Server: engl2.rochny.uspra.abb.com
Address: 18.126.8.12

Mame : localhost
Addrezs: 127.8.8.1

C:“Documents and Settings“ftt>nslookup www.cnn.com
Server: engl2.rochny.uspra.abb.com
Addrezs: 18.126.8.12

cnn.comn

: 64.236.16.52, 64.236.16.84, 64.236.16.116,. 64.236.24.4
64.236.24.12. 64.236.24.28,. 64.236.24.28, 64.236.16.2@
WL CNN . Com

C:“Documents and Settings“ftt>nslookup tari@?
Server: engl2.rochny.uspra.abb.com
Address: 18.126.8.12

tard@? . rochny.uspra.abb.con
18.126.3.187

C:~\Documents and Settings:ftt>nslookup localhost
Server: engl2.rochny.uspra.abb.com
Address: 18.126.8.12

localhost.rochny.uspra.abb.com
127.8.8.1

Figure 100. Checking the DNS Server

Event Monitoring

Data coming from 800xA can stop sometimes and new updates are no longer
received. Error messages are generated by IM, but they are not alarms. IM has its
own OPC/AE Server to log events into the 800xA Event Storage Service when
needed. Messages will be logged to indicate potential problems with A/E and
Numeric Log collection as well as status information from Archival. The messages
are of category IM History. The user needs to review the messages that IM is
creating to ensure that IM is operating correctly.
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Perform the following to set up and review these messages:

1. Create two new Aspects on the Inform IT History object in the Service
Structure:

—  Alarm and Event List.
—  Alarm and Event List Configuration.

2. From the Configuration View of the Alarm and Event List Configuration
Aspect, select Simple Event > IM History (Figure 101).

@ Inform IT History : Alarm and Event List Configuration =10] x|
|| P = o I History:Alarm and Event Le 2] S0 40 ok [Fe] = - |
Fiter | Runtime Fiters | Cotumns | Sot | Cokor | Fomat | Summar |
Source
[evres H Time | Condition State | Avea | Attribute Fiker |
Categories Fiter On
| Condiion Everts =] & Event Time " Rcknowledge Time
B-[7 Simple Events
[ Default
- License Managemenl View From
@[ Batch Management £ ' Newest
@[ Operation  Tive 221 12.00:00 =
@ User Annatation | si2t 121000 =
B[ Un-categorized Simp
[ Process Events g
E-[F SystemEverts &+ Oldest
[ ORC_SERVER_EI T—— =
= =  Time: 9/21 12:00:00 =
I~ System Event fo [ -
W " Duration
[ MOD Diagnostic : =) Teecnd ~
[ Network Messag '1 :I | —I
[T COPC_SERVER_EI
[~ GPC_SERVER_EI
™ Services
I System Administ
I System Simple £
I SystemStatus —
r wmdowsEvn:sl:I
o | »

Figure 101. Alarm and Event Configuration
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3. From the Configuration View of the Alarm and Event List Aspect, select the
Object radial button (Figure 102).

@8 Inform IT History : Alarm and Event List -10] x|
J ‘é’ [Inform IT History:alarm and Event Lk = | 95 &8 o+ ~ -
~Config
€ Ubrary Structwre. [Commen Alarm List Configuration: Alarm and Event List Configuration =]
* Object ]InFonm IT History: Alarm and Event List Configuration ﬂ

Copy Template | Open... |

[~ Alarm Filker
& all alarms
" Object alarms
" Object and descendents
" Object and descendents in structure:

I I7]
List Title (For Alarm Band): I
¥ Show Tool Bar
™ Show Status Bar
™ Automatic enabling of Live Values (Current Value column is required)
I Automatic start of list when alarms are updated in stop mode
_____ o Help

Figure 102. Object Configuration

4. The Alarm and Event List Aspect will now show only messages of category IM
History. Use the Configuration View of the Alarm and Event List
Configuration Aspect to configure the columns to display as shown in the
following screen shot (Figure 103).

@ Inform IT History : Alarm and Event List = =10] x|
| FEE B FRE. M

IS BE X CIEEFY 2

Figure 103. Object Configuration
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Diagnostics

Informational diagnostics such as the change of state of an archive volume or an IM
service do not require any action to be taken. Other diagnostics require some action
be taken as follows.

Diagnostics that need immediate action are as follows:

*  Ones that contain an ORA-nnnnn error or text starting with Failed to Extend.
An ORA-nnnnn event or an event starting with “Failed to Extend” indicates a
problem with the IM’s Oracle instance. Check the IM History Oracle Instance
Wizard and the alert_adva.log file for indication of a full table space or other
issue.

Diagnostics that need attention at some point in the future are as follows:

*  Collection received x ReadRaw failures in the last y minutes. ReadRaw errors
that occur repetitively indicate that either you are collecting too much from the
Connectivity Servers or you have not optimized the collection of IM Numeric
data from the Direct Logs.

Data Access Applications

This section provides guidelines for troubleshooting data access applications. This
includes DataDirect, Desktop Trends, Display Services, reports, and the Application
Scheduler.

General Troubleshooting Tips

»  Ifreports fail in unusual ways, check the Windows system heap as described in
Table 3 in Common Issues.

*  Using Run Now from the Scheduling Definition aspect - This creates a new
Green Running Jobs object, which will disappear upon successful completion,
or turn red on failure. The Running Jobs object has an aspect which will report
the error encountered.

*  Using the Test Action on the Action Aspect (Figure 104) - This runs the
report via the interactive or workplace user, instead of the Scheduler. This will
help you determine whether or not the scheduler is having problems. If you see
dialogs asking for userid/password or data source, this indicates the report will
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not run when executed by the Scheduler. Also check the ODBC source
Localhost to make sure it was not configured with a userid (should be blank).

JJ":) - |ABLNumericArchive:Action Aspect ;I .’c'j ,(? !
est Actiol

Fo¥a O B rchivve Ackion| Time Limit. {seconds}: I

References r |
Isolated: W Pricrity: I 1 Abternpts: I 1 Sy fcdd To Aspect Menu 'l

\ Properties...
Archive Group Itar1DSArchiveGroup:ABLNumeric \ 1 Mew. 5]

Archive Group State IInit

Service Group fim_TaR105

Archive Device ItarlDSArchivel j View... vl

Figure 104. Test Action Function on the Action Aspect

*  Macro Security and Pop-up Dialogs - Security issues often cause reports to
hang due to resulting pop-up messages. Any error causing a dialog to pop up in
Excel for a report template interactively will also do so for the 800xA service
account running the task in the background. Macro Security settings can cause
this. If Visual Basic macros are defined in a particular report, Excel Macro
Security settings may need to be set lower for the 800xA Service Account. If
you are on the local workstation, listen for beeps. Beeps are an indication that a
dialog is popping up in the background.

Make sure that you are logged in with the 800xA Service Account when
@ checking security issues, as this is the account used for generating the report.

*  Run Report Template manually in Excel - Use F9 with the Report Template
opened in Excel. Then Test functions separately. To pinpoint which
function(s) are failing, it helps to whittle the report down to individual function
calls and testing individually to identify the problematic one.

Try to run an empty report. Uncheck all Excel add-ins including DataDirect
This eliminates some situations where excel might pop up a dialog.

*  Test the function calls Interactively in Excel - The Microsoft Excel Function
wizard tries to execute functions each time a new parameter is entered. This
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may cause Excel to crash. When using the function wizard, it is recommended
that you disable the functions from the option page.

*  General support for Crystal Reports - Refer to the following web site:
http://support.businessobjects.com/search/

www.crystalkeen.com
www.crystalbook.com
www.mindconnection.com
www.tech-tips.com

http://msdn.microsoft.com/library/default.asp?url=/library/en-
us/crystlmn/html/crsamsamples.asp

www.hammerman.com
www.kenhamady.com
www.chelseatech.co.nz

Fixing Large Reports (Long Execution Time)

If a report is taking much longer than it should to finish executing and no Time
Limit was configured for the action, other jobs in the queue may not run as
scheduled. To fix this, abort the job along with any Excel programs which may still
be running. Set a maximum time for Report Action Aspects, so the system will
terminate the report instance if a report hangs. This will give other working reports
the chance to execute. Also, increase the action time limit for large reports.

Jobs waiting in the queue are shown in blue, and their state in the Job Log will be
Not run. If software is not installed properly, the Scheduler service may need to be
disabled and re-enabled and running jobs queue be manually deleted.

DataDirect Add-in Not Installed for 800xAService Account

The DataDirect Add-in must be installed for each user account that will use
DataDirect. This includes the Application Scheduler which runs as the
800xAService account.

Add-ins are automatically added for the installing user. If software is installed as a
user other than 800xAService, the DataDirect add-in must be added manually for
the 800xAService account. This must be done on all nodes where DataDirect
reports will be run by the application scheduler. Refer to the section on DataDirect
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(Excel Data Access) in System 800xA Information Management Data Access and
Reports (3BUF001094%).

Reading DataDirect (Excel) Reports from a FileViewer Aspect

This may cause both Excel and Plant Explorer windows to freeze. To fix this,
change the file opening set-up for Microsoft Excel Worksheets as follows:

In Windows Explorer, choose Tools > Folder Options.
Select the File Types tab.

Select the XLLS Microsoft Excel Worksheet file type.
Click Advanced.

Uncheck the browse in same window check box.
Click OK in the Advanced dialog.

Click OK in the Folder Options dialog.

N kR =

Scheduler Service Group

The Service Group selection field in the Application Scheduler lets you choose
which server will execute a given job in the case where there are multiple nodes
running the Scheduling services. Jobs that do not have a service group selected will
display <default> in this field and will be executed by the primary service group.
The primary service group is determined to be the first service group created, not
necessarily the first one listed in the Service structure.

It is recommended that you use this field to specify where (on which server node)
the scheduled job will run.

For systems having more then one Scheduler Service Group, make sure the default
Scheduler Service Group is pointing at the node where Crystal Reports is loaded. If
the default Service Group does not have Crystal reports, the report will fail to
execute with the following error:

/FAILED: Unable to open report into Crystal: Object variable of With block
not set.

The default Service Group for a Service is the first one listed in the Service structure
under the Scheduler category (they are listed alphabetically). You can add a
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character for example - x,y,z, etc. can be added to the front of the names to get them
in the desired order.

Launch Permissions

The scheduler has 2 automation interfaces:

*  EXSingleAuto.clsExcelAutomation — Excel Automation

*  CRSingleAuto.clsAutoSingleCR — Crystal Reports Automation
Installing a security fix may change the behavior of Excel or Crystal Reports.
If this occurs, use the following procedure to fix this problem:

1. Use the Windows Task Manager to terminate the EXSingleAuto.ex and
EXCEL.EXE processes, Figure 105. Multiple instances of the EXCEL.EXE
process indicates there are multiple instances of the report in the scheduling
queue. In this case you may want to disable the scheduling definition to prevent
further report instances from queuing.

B windows Task Manager 10l =|

File ©Options Yiew Help

Applications ~ Processes |Performance|

Image Name |__ e[ cru  cruTime [ Memusage [ 4|
hsPDLCollectar, 64 Juli) 0:00:03 15,052 K
hsMsgServer exe 3616 oo 0:00:00 12,680 K
hsLogman.exe 3608 oo 0:00:00 6,020 K
HSHIST~1.EXE 2352 Juli) 0:00:01 15,564 K
hsHDAServer .exe 3580 oo 0:00:00 12,968 K
hsEventLogColle 3548 00 0:00:01 12,764 K
hsCollection.ex 3540 00 0:00:00 14,044 K
hsCfgServer . exe 3532 00 0:00:00 7,200 K
hsarchive.exe 3964 00 0:00:00 7,952 K
hsarchive.exe 3504 00 0:00:00 74K
hsadmin.exe 3468 00 0:00:00 12,396 K
frzhser.exe 7a0 00 0:00:00 1,076 K

g1z Juli] 0:00:00
o0 0:00:00 4,

5

a0k

EXCEL.EXE 2005 Juli) 0:00:00 21,064 K
EHOPCAEServer.e 3460 Juli) 0:00:00 6,304 K
DSentry exe 1228 oo 0:00:00 1,308 K
Directed. exe 1168 oo 0:00:00 4,995 K
dbsnmp.exe 964 00 0:00:00 7,340 K
CSRSS.EXE 00 00 0:00:06 04k x|

End Process |

[Processes: 115 [cPU Usage: 13% [Mem Usage: 973776k | 3513616k

Figure 105. Terminating the EXSingleAuto and EXCEL Processes
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2. Locate the DataDirect.INI file under:
C:\Users\800xaservice\AppData\Roaming\ABB\DataDirect

where 800xaServiceAccount is the 800xa Service account as specified on
the Software and User Settings tab of the 800xA System Configuration
Wizard.

3. Build an identical structure under both the All Users and Default User paths in
the same directory as follows:

C:\Users\Default\AppData\Roaming\ABB\DataDirect
4. Copy the DataDirect.INI file into both of these new paths.

Installation and Software

Oracle

This section includes information on where to install various software applications,
software components, databases, and licensing information.

Oracle must be installed using the 800xA Administration account. Also Oracle
MUST be installed either from DVD, CD or Local disk. DO NOT use a network
disk. If the software is provided on a network disk, you must copy it to a local
temporary location in order to perform the installation.

Oracle 12c folder should be copied to a path without spaces to do the installation.
c:\oraclel2c OK
c:\my software folder\oracle12c Not OK.

Where to Install Information Management Software

Install the Information Management server software on an application server
dedicated to Information Management functionality. This application server will
also require all client/connect software components for all other functions being
installed in the system. For example, if your system uses AC 800M controllers, you
will also be required to install AC 800M Connect, and if your system uses Batch
Management functionality, you will require the Batch Management client. Refer to
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the section on installing application servers in System 800xA Installation and
Upgrade Getting Started (2PAA111708%*).

Install the Information Management Client Toolkit on ALL OTHER 800xA
system nodes (except the domain controller). This includes aspect servers,
connectivity servers, Batch and Asset Optimization application servers, workplace
clients, and engineering stations. Refer to the step-by-step instructions for each node
type in System S800xA Installation and Upgrade Getting Started (2PAA111708%).

The Information Management Display and Client Services are applications for
data access. They are automatically installed on the Information Management
server. You may also install these desktop applications on remote workstation
clients. These remote workstation clients DO NOT require any other 800xA system
software to be installed. Refer to the section on installing the Information
Management Display and Client Services in System 800xA Installation and
Upgrade Getting Started (2PAA111708%).

Checking the Information Management Installation

Use Windows Add/Remove program (on Windows Control Panel) to verify that all
Information Management components have been installed. These components are
easy to recognize by the ABB Inform IT prefix, Table 17.

Also check the C:\ProgramData\ABB\IM\Install log file after installation. Use the
HTML pages to view the installation logs.
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Table 17. Information Management Components

Server Client Toolkit' Desktop Tools?
. ABB Inform IT - Application Scheduler | ABB Inform IT - . ABB Inform IT - DataDirect
e ABB Inform IT - Calculations Application Scheduler e ABB Inform IT - Display
. ABB Inform IT - DataDirect . ABB Inform IT - Services (Client only)
e ABB Inform IT - Desktop Trends Calculations *  ABB Inform IT - Desktop
«  ABB Inform IT - Display Services . é:?B :“fo”“ IT - History Trends
. ABB Inform IT - History ien . ABB Inform IT - Open Data
. ABB Inform IT - Open Access ODBC x86

. ABB Inform IT - Open Data Access

. ABB Inform IT- Open Data Access
ODBC x64

. ABB PAS - System Services

. ABB Inform IT- Open Data Access
ODBC x86

. ABB 800xA DataDirect

. ABB Inform IT- Open Data Access
Server

Data Access
. ABB 800xA DataDirect

NOTES:
1. Client toolkit is installed on all nodes that are not Information Management servers. If the Client Toolkit is not
installed, when you attempt to view aspects related to Information Management those views will not be available.
2. Desktop Tools are installed on remote workstation clients or client toolkit nodes.

Guidelines for Configuring the History Database Instance

Take care to allocate sufficient disk space when you configure the History database
instance (post installation step). This will minimize the risk of having to re-allocate
space later, after historical data collection/storage has begun.

Be sure to configure the Oracle History table space for Index and Runtime large
enough to support your storage requirements. If these are not properly sized (when
you create the Oracle database instance), messages will be lost when these tables
reach their maximum size.

If your history application needs to support very large message logs, for example -
OPC message log: 12 million entries and PDL message log: 6 million entries - it is
recommended that you increase the Oracle temp space accordingly. This is
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described in the section on extending tablespace for Oracle-based history files in
System 800xA Information Management Configuration (3BUF001092%).

For guidelines on sizing the history database, refer to the section on creating the
History database instance in System 800xA Information Management Configuration
(3BUF001092%).

For all systems, except very small systems:

1. Designate two separate disk drives for Oracle-based data storage and file-based
numeric logs. DO NOT use the drive where the Information Management
software and Oracle program files are installed.

2. Start with the option for OPC Message base installation. Use the database
instance wizard’s dialogs to refine your system sizing requirements.

Once you have made your selections, the wizard may take up to 30 minutes to create
the database instance, depending on the size of your application.

Adding a User for Oracle

For configuration/application building and runtime operations, it is recommended
that you log in as a different user (not the installing user). See the procedure creating
users and groups in System 800xA Installation and Upgrade Getting Started
(2PAAI11708%).

To support Information Management applications such as historical database
maintenance, and other administrative procedures one or more Industrial IT users
must be added to the ora_dba and HistoryAdmin groups. For further information,
refer to the section on managing users in System 800xA Information Management
Configuration (3BUF001092%).

SQL*Plus

Refer to the guidelines for using SQL*Plus in System 800xA Information
Management Data Access and Reports (3BUF001094%*). Check ORACLE_SID. Set
to ADVA if not already done.
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Testing Oracle Connections

Oracle is accessed by different applications by different methods. Each method
should be tested:

*  SQLPLUS - log into history ADVA database:
user name = history, password = <password>

*  ODBC - Test the ODBC connection using Control Panel > Administrative
Tools > ODBC Source. If you need further guidelines, refer to the procedure
for adding an ODBC data source in the post installation procedure for
Information Management in System 800xA Installation and Upgrade Getting
Started (2PAA111708%).

*  Check the ADO data provider for Oracle. Go to Control Panel > ADSS Service
Configuration. Check that the ADO data provider has been started and is
running.

e Verify ORACLE_SID is set to ADVA.

Service Names

Under normal circumstances, Oracle software is installed after the Information
Management application server has been added to a domain. Oracle detects that the
workstation belongs to a domain, adds a line with the domain name to the sqlnet.ora
file, and appends the domain name to all service names defined in the tnsnames.ora
file.

If for some reason Oracle is installed before the node is added to a domain, the
domain name will not be entered into the sqlnet.ora file. The HSEH service name
(created during Information Management software installation), and the
LOCALHOST service name (created as a post installation step) will have the
domain name appended. This will create a mismatch between these service names
and sqlnet.ora file, and cause these service names to fail.

To rectify this condition, enter the domain name in the sqlnet.ora file and update any
names in the tnsnames.ora file that do not have the domain name extension. This
procedure is described in the section on post installation for Information
Management in System 800xA Post Installation (2PAA111693%).
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Section 8 Information Management

License Keys

Table 18 describes the Information Management Licenses.

Table 18. Information Management Licenses

Application License Description
History HIST_SRVR Controls the number of History Servers in the
(History Server) system. It also tracks the number of Oracle licenses
sold.
History (continued) |HIST_LOGS, Control the total number of History, Dual and

HIST_DUAL_LOGS,
HIST_CONS_LOGS

Consolidation logs in the system (Information
Management logs only, not basic history).

Display Services

MDI_DISP_BLDR

Controls the number of clients in the system that
can use the Display builder.

HIST_DISP Controls the number of clients in the system that
can use the History Displays.
Desktop Trends HIST_TREND Controls the number of clients in the system that
can use the History Trend displays.
DataDirect EXCEL_DA Controls the number of DataDirect clients in the

Excel Data Access

system.

Open Data Access

HIST_ODBC_SRVR
(History ODBC Server)

Counts the use of the Open data Access server. A
configuration setting is used to select what nodes
will run the ODBC server. When an ODBC server
starts up if will check out one count of the license
from the CLS.

HIST_ODBC Controls the number of clients in the system that
(History ODBC) can use the Historian ODBC Server.
Calculations CALC_SRVR Controls the number of Calculation Servers in a

system.
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Revision History

ﬂ The revision index of this System Guide is not related to the 800xA 6.0 System
Revision.

The following table lists the revision history of this System Guide.

Revision Description Date
Index
A Published for 800xA 6.0.1 release October 2015
B Published for 800xA 6.0.3 release September 2016
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