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Section 1 About This User Manual

General

Any security measures described in this User Manual, for example, for user

@ access, password security, network security, firewalls, virus protection, etc.,
represent possible steps that a user may want to consider based on a risk
assessment for a particular application and installation. This risk assessment, as
well as the proper implementation, configuration, installation, operation,
administration, and maintenance of all relevant security related equipment,
software, and procedures, are the responsibility of the user.

This user manual is the Administration manual for History. This user manual
provides an overview of basic navigation, creating history logs and tags, viewing
reports, calculations, data retrieval, table definitions, maintenance and
administration of Data Collector Node and History Server.

Document Conventions

Microsoft Windows conventions are normally used for the standard presentation of
material when entering text, key sequences, prompts, messages, menu items, screen
elements, etc.

Warning, Caution, Information, and Tip Icons

This publication includes Warning, Caution, and Information where appropriate
to point out safety related or other important information. It also includes Tip to

2PAA107563-600 B 9



Terminology Section 1 About This User Manual

point out useful hints to the reader. The corresponding symbols should be
interpreted as follows:

Electrical warning icon indicates the presence of a hazard which could result in
electrical shock.

Warning icon indicates the presence of a hazard which could result in personal
injury.

Caution icon indicates important information or warning related to the concept
discussed in the text. It might indicate the presence of a hazard which could
result in corruption of software or damage to equipment/property.

Information icon alerts the reader to pertinent facts and conditions.

Tip icon indicates advice on, for example, how to design the project or how to use
a certain function

<@ OP P

Although Warning hazards are related to personal injury, and Caution hazards are
associated with equipment or property damage, it should be understood that
operation of damaged equipment could, under certain operational conditions, result
in degraded process performance leading to personal injury or death. Therefore,
fully comply with all Warning and Caution notices.

Terminology

This section includes a complete and comprehensive list of terms that apply to the
History application. Terms that uniquely apply to this instruction are included in this

section.
Term/Acronym Description
GUI Graphical User Interface
MSI Microsoft Installer
CLS Central Licensing System

10 2PAA107563-600 B



Section 1 About This User Manual

Related Documentation

Term/Acronym Description

Node A computer communicating on a network, for example,
the Internet, Plant, Control or I/O network. Each node
typically has a unique node address with a format
depending on the network it is connected to.

Client Client is a part of the software that subscribes data from
the server.

Server A node that runs one or several Afw services. It is a part

of the software that supplies data to a subscriber.

Client/Server

A client/server network is used for communication
between servers and between workplaces and servers.

OPC DA OPC Data Access

OPC AE OPC Alarm and Event

OPC HDA OPC History Data Access

API Application Programming Interface

DVD Digital Versatile Disk. It is an optical disk storage media.
HDD Hard Disk Drive. It is a local online fixed storage drive

composed on several magnetic disks.

Related Documentation

This section includes a complete list of all documents applicable to the History.

Title

Description

History Installation

Describes the installation of History using the System
Installer utility. For more information, refer 800xA History
Installation (2PAA107280%).

2PAA107563-600 B
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Section 2 Introduction

History

History helps to collect information from the sensor to the executive's desktop. It is
designed to be a high-performance process historian for the management of real-
time data and events.

It reliably gathers and serve large volumes of data. It delivers information to the
right people at the right time and brings system and people together. It provides
access to history data through standard interface like OPC and ODBC and insulates
the automation system from the applications accessing the process data. It provides
view of operational information inside the Smart Client and external applications
like Microsoft Excel reports.

The key objectives of History are:

Traditional historian with RDBMS functions.

Fault tolerant and remote data collection.

High performance storage of process and event data.
Aggregates and user defined calculations for raw data.
Firewall friendly, secure connectivity.

Provides long term on-line data storage.

Standard data access interfaces - OPC®, ODBC.

N kR D =
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History Features Section 2 Introduction

Visualization Clients
History Server = =
- -

Firewall l |
Plant Network/ Intranet/

Primary F\| Internet
Data Collector Node R\J

(Remote Data

Caollector)

Redundant Data
Collector Node

— | Controller
__|= :
LS .

Figure 1. History Layout

History Features
History comprises of the following features:
*  History Server

*  History Embedded Data Collector

14 2PAA107563-600 B



Section 2 Introduction History Server

History Server

History Server is responsible for storing raw data and aggregated data from the
control system. It stores the raw data in Real time database and aggregates the same
data. History also stores events and manages system configuration. It provides open
interfaces for external applications.

History server consists of an internal Real Time Database. Real Time Database is
used for raw data storage and buffering, which is designed and optimized for
process information management and extensive history recording. High
performance and reliability of Real Time Database, together with maintenance free
operation, provide a solid platform for mission-critical systems. Real Time Database
combines the benefits of an easy-to-use relational desktop database with industrial
reliability, performance and real-time functionality to provide an excellent platform
for process information management.

History Embedded Data Collector

History Embedded Data Collector is a node in History architecture, which is
responsible for data buffering of raw OPC data. History Embedded Data Collector
stores the raw data in the real time database, which is a part of Data Collector Node.
The raw data is stored in the real time database for seven days in the Data Collector
Node, which is sent to History server.

The following are the features of History Embedded Data Collector:
e It can be configured to execute in pairs.
» It provides interfaces for data access.

* Itis very simple to install and has a fixed data model for storage based on
purpose.

* It can be embedded in other applications.

*  The engineering is driven from History server in the History architecture.

ﬂ Redundant Data collectors will be preferable configuration for the Data
Collection to the History Server.

2PAA107563-600 B 15



History Embedded Data Collector Section 2 Introduction
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Section 3 Engineering and Configuration

Overview

This section describes the configuration of History. Every data point stored in the
History server is called Tag. User can configure the Tag properties to tune the update
rate, compression etc. for data storage.

A Tag can be created and configured in the following ways:
1.  Configuring Using 800xA

2. Configuring Using Vtrin

3. Configuring 3rd party OPC AE Server with RTDB

ﬂ In High Availability Server Configuration, make sure to keep the First Node of
High Availability Server Up and Running before you begin creating tags in DCN.

ﬂ To configure History Logs using 800xA, please refer to 800xA System
Configuration (3BDS011222%)

Configuring Using 800xA
Refer System 800xA Configuration (3BDS011222%) for configuring tag using
800xA.
ﬂ 800xA History supports 20,000 unique paths for creation of signals.

Configuring Using Vtrin

Tag creation is typically done for configuring 3rd party logs. The tag in the History

database is a container object which has definition for the data collection from the
various data source (i.e, primarily OPC Sources). Other than the data collection

2PAA107563-600 B 17



Configuring Using Virin Section 3 Engineering and Configuration

definition the tag objects contains definition for the Data Type of the tag, Update
Rate with which the data is collected and many other definitions which will be
explained in this section.

For each tag created in database there is an associated Variable created which
represents the current value update of the tag as well current history data, aggregates
data can be accessed via trends in VTrin GUI with Variables. Further details on
variables can be found in section Variables.

Perform the following steps to create the tags manually:
1. Go to Windows> Search for Vtrin and open with Run as Administrator.

2. Navigate to Maintenance > Basics > Tag Configurations, to open the Tag
List on the right pane.

8 wpu12700 /AR

Database  View Window Help
¢ Back = Forward [#] Refresh |§P[oper‘ties

B@J tcp://127.0.0.1/ABB-RTDB [NET-Client (RTDB-Drive |
@ Equipment Model
: | OPC Events
| Variables

Maintenance

; Variables

@~ Service Parameters (SimpleConfig)
i.. | Database Nodes

5 System

/< Component Status

| Display Library

e O O O O

| Calculations

H

H

i+ Manuals
H

-

-t User's Definitions (DCNUser)

Figure 2. Tag Configuration path
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Section 3 Engineering and Configuration Configuring Using Vtrin

3. Right-click the tabs in the Tag window to view the context menu as shown in
Figure 3.

[ Variables[ﬂ Database Nodes*® I All Variablesl Tag Configurations

Search
| I
¥  Equipment Path . - External
1) [Cont?ol pStructure].Root.Cont Primary Sort ' [Mene)
? [Control Structure].Root.Cont Secondary Sort ’ [(Mone)
? [Control Structure].Root.Cont Tertiary Sort 4 [(Mone)
T [Control Structure].Root.Cond Fourth Level Sort 3 (Mone)
E [Contrel Structure].Roct.Cont Fifth Level Sort » [None)
6 |[Control Structure].Root.Cond [Mene)
I Column Widths by Contents
Print...

v Advanced Search
v Search
Sorting Locked

Paste...
Mew...

Appearance Locked
Properties...

Figure 3. Tags List - context menu

4. Click New to view a Properties window for the new tags.
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Configuring Using Vtrin Section 3 Engineering and Configuration

5. Inthe General Tab, fill in the mandatory fields.

-
[ Properties - — M
General | Cument Data Collection I History Data Collection | Processing I Hiaiarchy|

MName: | ]
Proposed MName: |DecdeDeth|nd _I
Extemal Name: I{None] _I
Extemal Id: |(None) |
Extemal Type Name: |{None] _I
Description: | Demo of Float =]
Type: |Float (64bit) LI

Source: |Generic process input LI
Data flow direction: I in] LI
Display Format: I LI
Unit: I LI
Symbol Group: 1 Z
Binary Text: | (Select) ;I
Equipment Path: |ControlSystem 1 -]
Creator: I{None] _I
|dentifier: 000000k

Numerical Identfier: 0000000

ok ] [ ceneed [[ oy

Figure 4. Tags - General tab
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Section 3 Engineering and Configuration Configuring Using Vtrin

For more information on the available fields in General tab, refer Table 1.

Table 1. General Tab - Available Fields

Field name Description

Proposed Name The name of the tag that is required in the database. This is a
mandatory field.

Description Description of the Tag. This is an optional field. By default, the
Description field will be blank.

Type Data type of the Tag. This is a mandatory field. By default, the data
type will be Float or Real. Various options such as Float, Binary, Int,
String are included in this field.

Data Flow Direction Defines the direction of the data flow. This is a mandatory field. The
options are [in] and [Out]. By default, the value [in] is selected. If [in] is
selected, the Tag will be read-only. Select [out] to make the tag Read-
Write enabled.

Display Format Defines the format of the tag display. This becomes a mandatory field
when the Type field is selected as Float. If a Float tag type is defines,
then the Display Format is used to define the no. of digits after the
decimal point, Ex. 0.0, 0.00, 0.000.

Unit Engineering unit of the tag. This is an optional field. By default, the
value for this field will be blank.

Equipment Path This enables the user to group tags of similar category, area
etc.Though this is not a mandatory field, it is recommended to define
this. By default, the value for this field is none. Example for Equipment
Path definition are Path1.Path2.Path3.

Creator This field denotes the name of the source of the tag. The user can
mention the node type (like History Server or DCN etc.) manually.This
is an optional field. The default value is blank.

2PAA107563-600 B 21



Configuring Using Vtrin Section 3 Engineering and Configuration

6. Click Current Data Collection tab and fill the details of tag collection,
activation fields as shown in Figure 5.

s ™
Properties — M
General | Current Data Collection | History Data Collection I Processing I Hieiarc:hy|
Input data access
Activity: |Inacti\te LI
Protocal type: [oPc DA =l
Path: |opeda:///Matrikon OPC_Sim1.{FFA/ .|
[ Enable redundant data collection
Protocol type: |OPC DA ;I
Path: | None) |
Frequency: I'I[H:H] LI
Dead band: Iu LI
Qutput data supphy
OPC item path: {MNone)
Revised frequency: I LI
[ ok | [ camce || o

Figure 5. Current Data Collection tab

For more information on the available fields, refer Table 2.
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Section 3 Engineering and Configuration Configuring Using Vtrin

Table 2. Current Data Collection - Fields and Description

Field name Description

Activity Drop-down menu to enable or disable storing data in history server.
This is a mandatory field. By default, Inactive will be selected. This will
not update the tag data. If Active is selected, the tag stores the data in

history.

Protocol type Denotes the type of OPC Protocol to be used. OPC DA to be selected
for a DA subscription and OPC UA for UA subscription

Path For OPC DA: Denotes the OPCDA path for the tag to subscribe data.

Format for specifying this field is: opcda://NODENAME(OR IP)/DA
SERVER PROGID/DA SERVER CLSID/TAG Link.

For example, if Matrikon OPC DA Explorer is used, for a tag called
Random, NODENAME(OR IP): If localhost, then Leave this section
blank.Otherwise, give node name or IP from the node it is subscribed.
Remember to do DCOM settings if the data is to be subscribed from
other Node.

DA SERVER PROGID: Matrikon.OPC.Simulation.1
DA SERVER CLSID: {F28134-XXXX-XXXX-XXXX}
TAGNAME: Random.Real4

So the string will be:

opcda:///Matrikon.OPC.Simulation. 1/{F28134-XXXX-XXXX-
XXXX}/Random.Real4

If OPC server is used as remote server then make sure OPC server
executable is exempted from firewall.

2PAA107563-600 B 23



Configuring Using Virin

Section 3 Engineering and Configuration

Table 2. Current Data Collection - Fields and Description (Continued)

Field name

Description

For OPC UA: Denotes the OPC UA path for the tag to subscribe data.

The syntax for OPC UA path is:
opc.tcp://nodename:port/progid//ltemld;namespace=name

For example:

opc.tcp://fi8-
main:4841///Variable.SYS_CPUO_Time;UaNamespace=http://fi.abb.c
om/Vtrin

The progid value is just some name that can be used if multiple
connections to the same OPC UA server is wanted to be configured. If
the Progld is present, the SID name for the connection is
nodename_port_progid. If Progld is not present, the SID name is just
nodename_port. (The SID name is just an identifying name for the
server connection in the RTDB OPC client. The SID name is present in
the diagnostic messages, and also in the name of the Item Report file
("EcOpcClient-ltemReport-sid.txt"). The DaPath has also space for a
class id name after the progid. The class id should be left as

empty. The namespace definition can be omitted if a default has been
defined in SimpleConfig setting AppName/SID_sid as
"NameSpace=name".

For example:

insert into SimpleConfig(SectionName,KeyName,StrValue)
values('RTDB-EcOpcClient’, 'SID_fi8-main_4841",
‘UaNamespace=http://fi.abb.com/Vtrin')

Enable Redundant Data
Collection

Check box to indicate if the data is to be collected from Redundant DA
Server Source. By default, this check box will not be selected. If this
check box is selected, then provide the path details in the Path field.

Frequency Provide the Frequency (or Update Rate) for this tag to be read by the
History DA Client. By default, the value for this field will be 1000 ms.
Deadband Field to indicate if deadband needs to be applied for the tag. By
default, the value for this field is 0.
24 2PAA107563-600 B



Section 3 Engineering and Configuration

Configuring Using Vtrin

7. Click History Data Collection tab and fill in the available fields as shown in
Figure 6.
[ Properties — ﬁ‘

Input data access

| Geeneral | Curent Data Collection | History Data Collection | Progessing | Hierarchy |

Protocol type: [orc HDA &4
History path: | (Nore) =
Redundant historical data
Frotocal type: | LI
Histaory path; | x|
Aggregation
History collection templates: |!A\|'G =
CQutput data access
History levels: | -]
Primary log item path: (None)
Secondary log item path: (MNone)
ok | [ Conesl J[ sooy |

Figure 6. History Data Collection tab

2PAA107563-600 B
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Configuring Using Virin

Section 3 Engineering and Configuration

For more information on the available fields, refer Table 3.

Table 3. History Data Collection tab- Fields and Description

Field name

Description

History Collection
Template

If aggregation is required, then click the appropriate option in the
History Collection Template field. This is an optional field. By default,
None is selected. Various options available are AVG,CNT,
DEV,FOR,FVA,LVA,MAX, MIN,OPT,SUM.

If multiple type of Aggregation required, select AVG;CNT;DEV

26
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Section 3 Engineering and Configuration

Configuring Using Vtrin

8.  Click Processing Tab and fill in the Compression Error filed as shown in
Figure 7.
( Properties — ﬁw

Value range

Min: Iﬂ Maz: Iﬂ

Digplay value range

Min: Iﬂ Manc: ID

History

Storing Method: IDefaLllt curmrent history storing LI

Compression Method: IOLIEIntizaﬁon Lane compression ;I

Compression Emor: |D.EH}1 ;l
[ ok | [ cancel |[ sl

h

Figure 7. Processing tab

2PAA107563-600 B
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Configuring Using Virin

Section 3 Engineering and Configuration

For more information on the available fields, refer Table 4.

Table 4. Processing Tab - Fields and Description

Field name

Description

Compression Error

If compression for storing of the tags is required then user is required
to enter here as, 0.1,0.2 (show as equivalent of Percentage) etc. By
default, the value for this field will be 0.

28
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Section 3 Engineering and Configuration Configuring Using Vtrin

9. Click Hierarchy tab and enter the values for the appropriate fields as shown in
Figure 8.

Properties

Figure 8. Hierarchy tab
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Configuring 3" party OPC AE Server with RTDB Section 3 Engineering and Configuration

For more information on the available fields, refer Table 5.

Table 5. Hierarchy tab

Field name

Description

Enable Consistency
Control

If check, it will allow to replicate the tag to DCN (if Tag created in
History Server Directly) or will replicate to History Server (If the tag is
created in DCN directly). By default, this check box will not be
selected.

Collector Node

If Enable Consistency Control is checked, then in this entry a user is
required to select the Appropriate DCN Node. By default, the value will
be None.

10. Click Apply and then click OK to create the tag on the History Server.

Configuring 39 party OPC AE Server with RTDB

The RTDB-EcOPCClient is capable of accessing DA as well as AE data from
respective servers. The DA access is enabled by default.

ﬂ If OPC server is used as remote server then make sure OPC server executable is
exempted from firewall.

To access AE Data you need to do additional configuration in DCN. Following are
the steps for configuring 3rd party OPC AE server with RTDB.

1. Record the ProgID of the AE Server. For example
Freelance20000PCAEServer050.

2. Record the CLSID of the AE Server. You can find this in Registry by searching
for the ProgID as mentioned above.

3. Run the following commands from the Command Prompt (replace only the
CLS ID only in the step a.

a.

praotstx %APP_DSN% -sql "INSERT INTO eccrossrefs (ProcNumber,
TimeClass, OrderBy, CommType, Localld, Remoteld) VALUES(4, 0, 0,
'OPCSRV', 'SID=OPCAECLIENT,

30
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'DA=0;AE=1;n0de=127.0.0.1;ClsId={6211C2F8-D24C-11d3-8D0D-
00C04F60F0501}")"

b. praotstx %APP_DSN% -sql "INSERT INTO eccrossrefs (ProcNumber,
TimeClass, OrderBy, CommType, Localld, Remoteld) VALUES(4, 661,
0, 'OPCAES', 'EID=Events', 'SID=OPCAECLIENT;SOURCES=*")"

4. After the above commands are run. Restart the RTDB-EcOpcClient in DCN
using Windows Service Control Manager.
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Section 4 Visualization and Data Access

Overview

This section describes the procedure for retrieval and viewing the numeric and event
data.

*  Viewing Numeric Data
—  Using DataDirect
—  Using Trend Display
*  Viewing Events Data
—  Viewing Events on Duration Basis
—  Viewing Events on Specific Time and Date

This section also describes the data access interfaces supported by History. The data
access interfaces provide connectivity to the history data and facilitate the data
exchange with the 3rd party applications like Enterprise Systems, report generation
tools etc.

Following connectivity is supported via standard interfaces:
1. OPC DA to access real time data.

2. OPC HDA to access history data.

3.  OPC UA to access real time and history data.

4

ODBC to access numeric as well as event data.
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Viewing Numeric Data

Using DataDirect

OPC Data and History data can be accessed using an MS Excel add-in DataDirect.

To access DataDirect functions other than the installed account, manually add the
DataDirect add-in to the excel by browsing to the path,
C:\ProgramData\ABB\IM\DataDirect\Bin\ABBDataDirect.xla.

Usage of DataDirect requires DataDirect license. For more information about
DataDirect, refer System 800xA Information Management Data Access and Reports
(3BUF001094%*).

Open MS Excel and the select the Add-Ins tab to use the Industrial IT functions of
DataDirect.

Industrial IT Process Values

Using the Industrial IT Process Values function, the current value of the selected
object Property can be retrieved to MS Excel.

H - MNew Microsoft Excel Worksheet - Excel
FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW ADD-INS

oo = oo F

DataDirect InformIT ~ Atk L% 25 I = ) Q
DataDirect Systern 800xa ~ "E % ‘ e
Industrial IT Process Values

Industrial IT History Values GustomiiGolbars

Industrial IT Alarms and Events =

Update Function References ) £ E G H ) K
Options Form

About

Help

Figure 9. DataDirect - Industrial IT Process Values command
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PPA Process Values .
Process Values l Update Process Values
Start Cell: Output:
$ag1 _ I Ingert {* Formula " Data Only
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AlarmBrust1 55, Control Application Android51 Atlantis. R03 70
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& Pragrams, Pragram Group Andraid51 Atlantis. 7 40
- Pragram, Contral Pragram Android51 Atlantis. A0S 95
=l Program2, Control Program Android51 Atlantiz. RO -100
Android51 Atlantis. A10 105
Android52, Atlantis Android51 Atlantis. R100 155
i i Android51 Allantis. R11 110
- Android53, Atlanti ; .
neoios, fants Androids1 Atlantis 712 115
- &ndroid5d, Atlantis . .
. . Android51 Atlantis. 13 120
-~ AndroidS5, Alantis Andraids1 Alartis 14 25
-+ Android56, Atlantis Andioid51 Alartis.A15 130
- &ndroidS?, Atlantis Android51 Allantis. A16 135
- &ndroid5E, Atlantis Android51 Atlantis. A17 -140
. Android5a, Atlantis Android51 Atlantis. A18 135
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< m B > < m >

Ok | LCancel | Apply | Options | Help

Figure 10. PPA Process Values
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Industrial IT History Values

Using this function, the history data can be retrieved to MS Excel.

E - Mew Microsoft Excel Worksheet - E
HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW ADD-INS
DataDirect InformIT ~ Atk L% 25 I = ) Q
DataDirect Systern 800xa ~ "E % ‘ e
Industrial IT Process Values
Industrial IT History Values GustomiiGolbars
Industrial IT Alarms and Events i 2
Update Function References
Options Form
About

Help

Figure 11. DataDirect - Industrial IT History Values command
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Using Trend Display

Systemn 800xA History Values

History Yalues l Insert/Replace ] Output Options ]

Start Cell:
$431 -

[~ Seamless Retrieval?

Output:
@ Formula © Data Only

™ Include Child Objects? Edit Filter Apply Filker

Jv GetCurrentialue

Selected Object: Android51 Items:

|%E Cortral Structure j DbiectNamel | | Froperty Name| | Template Mame | Log Mame | Current alue
- Foct, Damain ~

- Control Metwark_1, Contral Metwork,

- Analog_World, Contral Project

B} Sunrise, Contral Project

B- Applications, &pplication Group

-- AlarmBrust154, Control Application

-- AlarmBrust155, Control Application

[} Safron, Cantral Application

- Contral Modules, Control Module Group
- Programs, Program Group

-- Program1, Control Program

= Programz, Control Program

o Android5, Atlantis

- Android52, Atlantis e

< m b

Retriewval Information

Mumber of ¥alues:

Fietrieval Type: Log Calculation Algarithm:

| Interpolated Data j |An_l,l j |50 j

Start Time: | Date and Time j End Time: | Date and Time j

(07172014 w1245 = [orarams ~[1z245 | o el X emmel
| LCancel | | Options | Help

Figure 12. Industrial IT History Values

Using Trend Display

Trend display is used to plot traces in a graphical manner. The 800xA History server
collects historical data from 800xA System, which can be plotted in a trend display.

For visualizing seamless trends a basic history log should be created along with the
800xA History log in the 800xA History Log template.

The minimum time of the Basic History log and the 800xA History log update rate

should be the same.
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Configuring Trend Display

ﬂ For more information about Trend Display Aspects, refer to System S800xA
Information Management Display Services (3BUF001093 *).

1. Create Trend Display aspect.

2. Double-click Trend Display aspect. The Trend Display window appears as
shown in Figure 13

B THEDS : Trend Display

Figure 13. Trend Display window

ﬂ By default, the Trend Display uses the default trend template. To modify the trend
template, select Config View and select the required template from the Trend
Template drop-down list.

3. Click Object Name field in the Trend Display window. The Select Object
window appears.
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N Select object B
% Conmol Stauchre =]
''''' g Foot_Domar

R

Figure 14. Select Object window
4. Select the required object and click OK. The selected object is available in the
Object Name field.

5. Object can be dragged and dropped from the plant explorer into the Object
Name field. The Trend display is started.

Viewing Events Data

After the 3" OPC AE configuration is completed, the events are automatically
moved to History Embedded data collector.

Use one of the following methods to view the events in Vtrin:

ﬂ History events from History can only be viewed using Vtrin and ODBC interface.

Viewing Events on Duration Basis
Perform the following steps to view the events on duration basis:
1. Select the Enable Mask check box.

2. In the EventTime status bar, click the appropriate duration from the drop-
down menus. For example, for viewing events for 1 hour, click I from the first
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drop-down menu and then click Hour(s) option from the second drop-down
menu as shown in Figure 15. The events for the selected duration appears in the
main window.
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Figure 15. Viewing Events by Duration

Viewing Events by Specific Time and Date
Perform the following steps to view the events by querying for specific time:
1. Select the Enable Mask check box.

2. Click the pin icons ¥ on the EventTime status bar as shown in Figure 16 to
enable time specific selection.

3. Select the applicable date from the first drop-down menu.

4. Select the appropriate time from the second drop-down menu.
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A list of events pertaining to specific date and time appears in the main window.
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Figure 16. Viewing Events by Time and Date

OPC Interfaces

OPC is used to bridge Windows based software applications and process control
hardware, control system. OPC Data Access is a group of standards that provides
specifications for communicating real-time data from data acquisition control
system. The OPC Data Access specification is also known as OPC DA. OPC DA
deals only with real-time data.

OPC Historical Data Access, also known as OPC HDA, is used to exchange
archived process data. It provides COM specifications for communicating data from
devices and applications that provide historical data, such as databases. The
specifications provides for access to raw, interpolated and aggregate data.

OPC Unified Architecture (UA) is a platform independent interface specification for
data communication between History database and OPC Clients or Servers. OPC
UA specification uses TCP/IP or Web Service for data communications.
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OPC DA

OPC DA facilitates History Data transfer from History Embedded Data Collector
Node to History Server. RealTime History - Opc DA Server is the service
responsible for transferring real time data and object path from History Embedded
Data Collector Node to History server and representing it in OPC Client.

History Embedded Data
Collecoter Node

History Server

o ¥ Proprietary
Link Link

History Embedded
Data Collector
OPCDA Server

h I History OPCDA
1 Server

Figure 17. Data From History Embedded Data Collector Node To History Server

Figure 17 shows the existence of the History OPC DA Server. The DA Server is
available in both History Embedded Data Collector Node as well as the History
Server Node.
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OPC DA

The real time data can be extracted from History server through OPC DA interface
available for the History Server.

___i__@_@_i_ om ol m

RTDE-OpcDaServer D:\R

Name /

der D:\RTDEDSES

ta
3 RTDB-OpcDaServer _CRPCETZ D\RTDEDats
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SRRTOE- Transformater D:RTDEOSS
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S RTOE-EcOpcChent D:\RTDEDat ABE RTDE ...
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AEBE RTDE ...
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Figure 18. RealTime History-OpcDaServer Service For Real Time Data And Object

Path
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Section 4 Visualization and Data Access

OPC HDA
OPC HDA service facilitates History Data Transfer from History server to History
Embedded Data Collector Node. The Historical Data can also be made available to
any other applications using the HDA interface available on the History Server side.
History
Embedded Data
History Server Collector Hode
Proprietary i
History
OPCHDA Server OPC HDA Server
Figure 19. History Data Transfer From History Server To Data Collector Node
44
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CpmPlusKM-OpcHdaServer is the service responsible for sending historical data
from History server to History Embedded Data Collector Node.
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e [
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Figure 20. CpmPlusKM-OpcHdaServer Service For Historical Data
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Section 4 Visualization and Data Access

OPC UA

OPC UA Server is installed only on History Server(s) by default and not installed in
Data Collectors. Any OPC UA client can connect to OPC UA Server of History and

subscribe data.
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Figure 21. RTDB-OPCUaServer

Perform the following steps to have the OPC UA Clients access the History data via

RTDB-OPCUaServer service of History Server.

1. In History Server, navigate to
<RTDBDatabaseDrive>\Application\Config\OpciniFiles and edit the file
RTDBOpcUaServerConfig.

46
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2. Modify the Security Setting as shown in the following screen.

j RtdbOpcUaServerConfig - Notepad EI@
Edit Format ‘Wiew Help
</Certificatesettingss> -
</Certificatestores
<l--

starting from RTDE wersion 4.5 security policy 'Mone' s not by default all
To get any client connected once should connect using 'Basicl2Brsals' and M
'signandencrypt’. once the client has tried to connect once, the administra
should move client application certificate from directory ¥RTDEROOTHN..MNWEr
to directory ¥RTDBROOTEN. WWirinhConfighuasecurityhcerts. only after this t
access the server. I unsecure accees To all clients is needed, then follwi
This is not recommended because of compromised security.
——
<securitysettings
<securityPolicy=htTps//nncfoundation. org/uas/securityPolicy#none</securityPolicy>
<MessagesSecurityModesNofieefiessagesecur TtyModes
</Securitysetting:>
[==>]1

<securitysettings
<SecurityPolicy=http: /SopdTounda
<MessagesecurityMode>Signandencrypt
</Securitysetting:>
</ UaEndpoint>
<!——Endpoint configuration end-->

JtyPolicy#Basicl28rRsals</SecuritypP
HoyModes

m

To be removed

<!——Configuration for supported user identity tokens-—-»
<UserIdentityTokenss>
<!--Enable anonymous Togon true/false--»
<Enableanonymous>true</Enableanonymous >
<!--Enabhle user//password logon true/false--»
<EnableuserPwstrue</EnableuserPws:
< UserIdentityTokens:>
<!—-User fdentity token configuration end--»

<!—-Discovery configuration o

Tl }

Figure 22. Modification of RTDBOpcUaServerConfig file

3. Save and Close the file

RTDB-EcOpcClient, using OPC UA Specification 1.01, can subscribe data from
OPC UA Servers which can further be processed and stored in History Server.

Using DCOM Settings for Accessing History DA Server

When configuring OPC client to access History DA Server, ensure that client
machine is in Workgroup or Domain Environment.
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Refer important information related to DCOM settings required for accessing
History DA server mentioned below.

ﬂ Ensure to have administrative privileges to create user accounts that are
mentioned in the following description.

Workgroup Environment

In workgroup environment, if the OPC Client PC is in same workgroup as History
DA Server then following should be done.

*  There should be a common user account for running both OPC Server and OPC
Client.

e If the OPC Server and OPC Client are running with different user account,
then, these local user accounts should be available in both PC. For example, if
the OPC Server runs with local user account 'A" and OPC Client runs with user
account 'B' then both local user 'A' and 'B' should be available in OPC Server
(For example, History Server Node) as well as OPC Client Node. It is not
mandatory that these user account have same password.

Domain Environment

When the History DA Server and Client PC are in same domain

Ensure that domain user accounts are used for running the OPC Server as well as
OPC Client. So, in this case, no need to create users in each PC (as it is done in
workgroup environment.)

ﬂ Ensure that the user account is set properly for DCOM settings. For example, the
username in case of domain user account will be like 'DomainName\Username'.
Before doing the DCOM settings, please make sure that both the OPC Server and

the OPC Client are running with the same domain user account.

ﬂ If the local user account is used for DCOM settings, then this user account should
be consistent in Server and Client PC.
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When the History DA Server and Client PC are in different domain

When the History DA Server and Client PC are in different domain, first, ensure that
to setup a "Trust Relationship' between both domains. Please contact your system
administrator for configuring the "Trust Relationship' between domains.

Workgroup to Domain Environment

This scenario is a little bit complicated as compared to what we have seen in case,
when both Server and Client PCs are either in Workgroup or Domain Environment.

Make sure that when one PC is in domain and other is in workgroup, the workgroup
cannot authenticate domain user account.

So to make the Workgroup and Domain environment inter-operate, ensure to have
local user account defined in both Server and Client PC. Following are important
points to consider:

. OPC Server must run as a local user account. This local user account should be
available in both Server and Client PC with same username and password.

. OPC Client must run as a local user account on the client PC and that same
local user account must exist on the OPC Server PC with the same username
and password.

ODBC Interface

ODBC stands for Open Data Base Connectivity. It is a standard for accessing
different database systems. Any application can use ODBC to query data from a
database, regardless of the platform it is on or DBMS it uses. It is a connection that
is created to define a connection between a computer and a database stored on the
same or another system.

The History provides ODBC Connectivity via the ODBC Interface option available
with the History Database. Queries can be made to various tables available in the
database to achieve the required results.

Configuring Excel Data Source

The History database can be exported to MS Excel using the ODBC Interface. For
exporting the Historical Data, a Data source has to be defined in MS Excel.
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Configuring Excel Data Source Section 4 Visualization and Data Access

Perform the following procedure to configure the Data source.

1. Open MS Excel. From the Data tab, select Get External Data > From Other
Sources > From Data Connection Wizard as shown in Figure 23. The Data
Connection Wizard appears as shown in Figure 24

9 -™ L] Bookl - Microsoft Excel

HQMG Ingert Page Layout Formulas Data Review View

! !l j _;Jcnnnemons “EE J’ j E

Refresh Z] Sot | Filer ‘, N Textto  Rem
Y All- =2 Edit Link 27 Aagvanced | Cojumns Dupli
Connections Sort & Filter gam
FETETER 3
' L — — | =t
E F G

From From From |From Other Existing
Access  Web  Ted | Sowrces ™ || Connections

Get Ext 5 From SQL Serves
3 | Create a connection to a SQL Server table. Import data
into Excel as a Table or PivotTable report.

4 5 From Analysis Services
5 ] Create a connection to a SQL Server Analysis Services cube.
5 =, Import data into Excel as a Table or FrvotTable report.

5 From XML Data Import
7 ‘j Open or map a XML file into Excel.
3 =
9 5 From Data Connection Wizard

j Import data for an unlisted format by wsing the Data
10 == Connection Wizard and OLEDE.
11 5 From Microsoft Query
12 = Import data for an unlisted format by wsing the Microsoft

Query Wizard and ODBC.

Figure 23. Excel - From Data Connection Wizard command
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Configuring Excel Data Source

‘Welcome to the Data Connection Wizard
Thies wizard will help you connect to a remote data sounce.

What kind of data source do you want to connect to?

Microsoft Data Access - OLE DB Provider for Orade

Other Advanced

Figure 24. Data Connection Wizard

2. Inthe Data Connection Wizard, select ODBC DSN and then click Next to
view the Select Database and Table screen as shown in Figure 25.

Select Database and Table
Select the Database and Table Cube which contains the data you want.

Select the database that contains the data you want:

2

[Defaut) =l
[V Connect to a spedific table:

Name Desarption | Modified | Created | Type | |
[ OpcEventiog_20110501_0000_PO530_defrow TABLE

[ OpcEvent ag_active_PLOT TABLE

[ OpcEventiog_sctve REP TABLE

[ | TARLE

[ opcEventiog_PLOT TABLE

[ opcEventLog_REP TamE
[ opcEvent ag_Tral TABLE

[ OpcEventiog_Tral_defrow TABLE ;I

cancel | <pak [ pext> | g

el

Figure 25. Data Connection Wizard - Select Database and Table screen
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Configuring Excel Data Source Section 4 Visualization and Data Access

3. Select OpcEventLog_All or other tables if required and then click Next to view
the Save Data Connection File and Finish screen as shown in Figure 26.

203
Save Data Connection File and Finish Y

Enter a name and description for your new Data Connection fle, and press Finish to
savE,

File Mame:
|{Defaudt) CpcEventiag_al.ode

I 5ave password in fle]
{To help others understand what your data connection points to)

Friendly Name:
|{Default) OpcEventiog_al
gearch Keywords:

I

[+ Mlways attempt to use this file to refresh data

Excel Services:  Authenbication Settings...
N T B |

Figure 26. Data Connection Wizard - Save Data Connection File and Finish screen

4. Select the Always attempt to use this file to refresh data checkbox and then
click Finish to view the Import Data wizard as shown in Figure 27.

Select how you want to view this data in your workbook,
] @ Table

iz " pivotTable Report
fiZ] © PivotChart and PivotTable Report
;,‘j " Only Create Connection
Where do you want to put the data?
¥ Existing worksheet:

J

™ New workshest

Properties... | QK. I Cancel |

Figure 27. Import Data wizard
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Section 4 Visualization and Data Access Configuring Excel Data Source

5. Select the desired format for Data Export and then click OK. The Historical
Data gets exported in the desired format. Figure 28 shows the Excel sheet of
exported data.

% H L B | Booki - Micioasf Exoel Takie Toolp -BxX
Iy
- Hame Indert Page Layout Foamuiys Cats Rirew Wi Add-Ini. Design W - 7 X
Tabile Name: & Summarize with FreotTable j g &' ¥ HeaderRow U First Columm _ﬁ

Teble Defwun_t B Remave Duplicates ksl Ao L83t Cokisn

= Expot Refresh . | Grack

P Beiie Tabte | T Corvert 19 Range E = &@ W Banded Rows Handed (okumni Ceyied =

Propertios Tooly External Tabie Dats Fakie S2pie Optiond Taile izpies

L g C—| : 3

b SOUTCESETVET Al Sourcefventirea
bdadsee-faTl-devc-e243-408 BOOKA - SINGLEENGNG opcae\\SingleEnghodel\ABS Ady
bes56d05-£a3b-0326-11b1-06a BO0KA - SINGLEENGNO opcae\\SingleEngModel\ABB.Ac AspectDirectory_Basic_SINGLEENG!
Jec4109-9088-0967-6833-T3a: BO0XA - SINGLEENGNO opcae:\\SingleEngiodel\ABE At AspectDirectory_Bask_SINGLEENG!

65chSc3-dSec-ca11-del3-afsi B00KA - SINGLEENGMNO opoaed\\SingleEngModel\ABE Ach

C53fcad3-Tadd-1645-T515-5a23 BO0XA - SINGLEENGNO opcaec\\SingleEngNodel\ABE. Adh

9dbi3ed2-4973-1514-6002-297 BOOXA - SINGLEENGNO opcasc\\SingleEngodal\ABE Adh
10 ffafaa03-9061-aad1-9f5d-daof; S00XA - SINGLEENGND opcas\\SinglaEngiNodal\ARE. Adh
11 ebebldla-3b78-030- Tho(-2d! B00XA - SINGLEENGNO opcass\\SingleEngNodal\ABE Adh
12 3eb308d5-de56-falb-b534-db’ S00XA - SINGLEENGND opcas\\SinglaEngiodal\ARE. Adh
13 4b9331ca-1672-26d2-fabd-afod BO0XA - SINGLEENGNO opcas\\SingleEngNodal\ABE Adh
14 ba936df-2603-9039-2015-4c3F S00XA - SINGLEENGND opcas\\SinglaEngiodal\ARE. Adh
15 40455085 07cl-3085-T203- 1) B00XA - SINGLEENGNO opcas\\SingleEngodal\ABE Adh
16 9a91540b-a5f3-96af-2h8-5 714 B00XA - SINGLEENGND opcas\\SingleEngiodal\ARE. Ah
17 BaldgIe-99d9-efdb-Ofbe-Safl 200KA - SIHGEENGHO M\WMIEFEHNHW-M\

10 EAYm AR T wbad OAdd EAET s 1l T
WA b W Sheetl o Sheetd - Shesed o b il I
Ready  Saroll Leg [T T T ey

!
§
;
%
;;
%
E
|
E
E

Figure 28. Excel sheet - Exported data
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Section 5 Maintenance and Administration

Diagnostic Information for History

The following information is common for History Embedded Data Collector as well
as History Server Node.

The diagnostic information is written to text files and can be accessed from the
following location:

From Desktop, open RTDB Control Panel folder and then navigate to Diagonistics
Tools > View Latest Log Files > Diag. Alternatively, Diag folder can also be
accessed by clicking Start > Run, typing, %app_datapath%\diag and then pressing
Enter.

The Diag folder contains the log files for all the related services of History or DC as
well it contains various logs for the runtime processes by the database.

Additionally, the live diagonistic messages can be viewed for the specific services
by the running the batch files available at following location: Desktop > RTDB
Control Panel > Diagonistic Tools.

Start/Stop History Server Database

Starting and Stopping the Database can be carried out by various methods.
However, it is advised to use the batch file called Start RTDB/ Stop RTDB available
in the Desktop in folder RTDB Control Panel.

Starting Database using RTDB Control Panel
To start the database:
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Starting Database using RTDB Control Panel

Section 5 Maintenance and Administration

1.

Double-click the RTDB Control Panel folder shortcut icon on the desktop.

Three folders as shown in Figure 29 appears.

& D:'RTDBDataRTDB Control Panel

File Edit Wiew Favorites Tools Help

QBack - o) - (T | - Search [~ Folders | & 3 X K) | (-

Address |_| DR TOBDAtALRTDE Contral Panel

MNarne = |

Size | Type |
_JDiagnostic Toaols File Falder
[SSitskarting and Stopping File Folder
—JUpgrade Tools File Falder

Figure 29. Folders in RTDB Control Panel

2.

Double-click the Start and Stopping folder to open it. The Start RTDB and

Stop RTDB batch files appears as shown in Figure 30.

& D:\RTDBData',RTDB Control PaneliStarting and Stopping

File Edit ‘iew Favorites Tools  Help

(JBack ~ _J - ?|, Sgatch |~ Folders | & (¥ XKJ||:

Address |_| [:\RTDEDaEaRTDE Control PaneliStarting and Stopping

Mame =~ | Size | Type
MT Services ZKE Shortcut
é}Shortcut bo RTDB.INI 1KB Shorkcut
;] 1KB  Shorkout
1KE  Shorkout

Figure 30. Start and Stop RTDB batch files (selected)

3.

service in Data Collector Node.

Double-click the Start RTDB batch file to start the main real time database
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Section 5 Maintenance and Administration Stopping Database using RTDB Control Panel

Stopping Database using RTDB Control Panel
To stop the Database:
1.

Double-click the RTDB Control Panel folder shortcut icon on the desktop.
Three folders as shown in Figure 29 appears.

& D:"RTDBData"RTDB Control Panel

File Edit View Favorites Tools Help

(JBack = . - ?l, Search |~ Folders | & 3 X K) | [~
Address |_| D:\RTDEDataRTDE Control Panel

Mame = I Size I Tvpe I
_JDiagnostic Tools File Falder
[t Skarking and Stopping File Folder
—JUpgrade Tools File Falder

Figure 31. Folders in RTDB Control Panel

2.  Double-click the Start and Stopping folder to open it. The Start RTDB and

Stop RTDB batch files appears as shown in Figure 30.

& D:\RTDBData‘RTDB Control PaneliStarting and Stopping

File Edit ‘Wiew Favorites Tools  Help

(JBack ~ ) - ?|, Search || Folders | o [ XKJ“:

Address |_| D:\RTOEData\RTOE Control PanehStarting and Stopping

Name = | Size | Type
MT Services 2KB  Shorkcut
E}Shortcut ko RTDE.INI 1 KB Shorkeut
rt RTDE

1KB  Shorbcut
1 KB  Shorbcut

Figure 32. Start and Stop RTDB batch files (selected)
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Start/Stop History Embedded Data Collector Database Section 5 Maintenance and Administration

3. Double-click the Stop RTDB batch file and type ‘Y’ in the confirmation
prompt as shown in Figure 33 to stop the main real time database service in
History Embedded Data Collector Node.

Figure 33. Confirmation Prompt for stopping RTDB

Once the Database stopping process is completed, the system displays the message
“RTDB-service has now been stopped. All tables are OK”’.

Start/Stop History Embedded Data Collector Database

To stop the 800xA History Embedded Data Collector database perform one of the
following methods:

1. Start/Stop the database from the database control panel.
—  To start the database, refer Starting Database using RTDB Control Panel.
—  To stop the database, refer Stopping Database using RTDB Control Panel.
2. Start/Stop Database from ABB System 800xA Service Structure.

—  To start the database from 800xA Service Structure, refer Starting
Database from ABB System 800xA.

—  To stop the database from 800xA Service Structure, refer Stopping
Database From ABB System 800xA.
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Section 5 Maintenance and Administration Starting Database from ABB System 800xA

Starting Database from ABB System 800xA
1. Double-click the Plant Explorer Workplace icon on the desktop.

2. Click the left side, structure drop-down menu and click Service Structure in
the menu item as shown in Figure 34

b LE64 [/ Plant Explorer Workplace

|| 2 ||| enter search name) | [rvo Fiter =157 |[repce =1 4| @ i | %4 =5 G|
T3 Service Structure =] [ Aspects of 'sTLEBCS 188 S | Modified | Modified by | Desc... | inherited
‘EH Obsolete Structure A 800xA History StatusViewer 7/10/2012 12:48:... LE\B0OxAService This... False
‘ES Procedure Structure Alarm Expression 4/25/2008 1:55:4... ABB 800xABase  Aspe... True
‘Eg Product Structure % Name 7/10/2012 12:17:... LE\800xainstaller The... False
‘I’:g Product Type Structure @Object Icon 5/6/2003 4:04:04... ABB 800xABase Icon... True
‘I’:g Reuse Design Structure Service Group Definition 7/10/2012 4:23:0... LE\B0OxAService False
lEH Scheduling Structure Service Group Type Reference 7/10/2012 12:17:... LE\800xainstaller This... False
| % Service Structure 7/10/2012 4:23:0... LE\800xAService  [Serv... False
‘Eﬁ System Structure
‘I’:g User Structure
‘I’:g Workplace Structure J]
. = 45 = [ STLEBCS 1AB_5G:Service Group Defir = | % 7 (1 [ v -
I:I---f AspectDirectory, Service

I:I---f AssetMonitoring, Service Configuration |5‘3m5 I
----- f AssetTree, Service
]f BackupService, Service
]f Basic History, Service

]@9 Batch Service, Service ¥ Enabled Data Source: I j

E Service: | 800xA History SyncService View
B

[]---f Cross referendng server, Service

B

B

B

Providers:
]@9 Engineering XRef Service, Service oviders
]@9 Event Collector, Service STLEBCS1E_SP2
]@9 Event Storage, Service STLEBCS1A_SP1

Figure 34. Service Structure in Plant Explorer Workplace

3. Select 800xA History Embedded Data Collector Sync Service Group in

Service Structure through 800xA History SyncService, Service as shown in
Figure 35.
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i1 LEG4 [/ Plant Explorer Workplace

STLEEC1_SG, Service Group
& Alarm Analysis, Service
& Alarm Logger, Service
[ ¥ Alarm Manager, Service
[ ¥ AspectDirectary, Service
[ 47 AssetMonitoring, Service
‘P AssetTree, Service
[ ¢ Badupservice, Service
[+ Basic History, Service
[51 #¥ Batch Service, Service
4 Cross referencing server, Service
[ 4 Engreering XRef Service, Service
[ Event Callector, Service
[E5 , Event Storage, Service
f‘ External Alarm, Service
[ File Set Distributian, Service
- Harmony Executive, Service
[ Industrial IT Archive, Service
- #¥ Inform IT History, Service

|3 22| Enter search ey ]| [N Fiter =15 |[Redoce=1| $it| @ 1| %8 Y 0] 5 1 (0 5
TS Service Structre =] [Aspects of STLERCS 14B SG' [Modfed [Modfiedby | Desc... | inherited | Categoryname |
B9 S |1 800xA Hestory StatusViewer 7/10/2012 12:48:... LE\8ODxAService This... False
[ ‘ﬁ‘t 800xA History Event Collector, Service _] Alarm Expression 4f25/2008 1:55:4.., ABS 800xABase Aspe... True
[ 800%A History SyncService, Service EiName 7/10/2012 12:17:.., LE\800xainstaler The... False
Cm MOD_DA_MOD 1AB_SG, Service Group ﬁobject Tcon 5/6/2003 4:04:04... ABS800xABase Icon... True
| [ gl MOD_DA_MOD2AB_SG, Service Group _|service Group Definition 7/10/2012 4:23:0... LE\BO0xAService False
| [ gl STLEBCS1AB_SG, Service Group I service Group Type Reference 7/10/2012 12:17:... LE\S0Oxainstaler This... False
| B gl STLEBCS3A0_SG, Service Group % Service Structure 7/10/2012 4:23:0... LE\80OxAService  [Serv... False Service Structure
[

& & ~[snEacs1re_sGiservice Group Defir =] B & L (7] =

Service: |W0xAHis:or'.'SvncSemicr \!iewl
¥ Enabled  Data Source: I 'I

Figure 35. Sync Service in Service structure

||—||

4. By default, the Service Group Definition is selected in the right pane as shown
in Figure 36.
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Section 5 Maintenance and Administration Starting Database from ABB System 800xA

i1 LEG4 [/ Plant Explorer Workplace

||Z||;’|m|lfﬁ1tetuvchmm=) = || o Fiter =] ||replace _d|§i|0 i |mﬁ“@||‘i S
Fs Service Structre | [ Aspects of 'STLEACS 188 S& [ Modfied [Modfiedby | Desc.. [Inherited | Categoryname |
B Serviees C1/800xA Hatory Statusiiewer 7/10/2012 12:48:... LE\BOOxAService This... False B00KA History ...
s ‘p 800xA History Event Collector, Service _l | Alarm Expression 4f25/2008 1:55:4.., ABS 800xABase  Aspe... True Alarm Expression
5/ B00xA History SyncService, Service SiEName 7/10/2012 12:17:... LE\00xainstaller The... False Name
- B4 MOD_DA_MOD1AB_SG, Service Group & object Ion 5/6/2003 4:04:04... ABS800xABase lcon... True Object Icon
. [ gks MOD_DA_MOD2AB_SG, Service Group _|/Service Group Definition 7/10/2012 4:23:0... LE\B00xAService False Service Group ...
| [ gy STLEBCS1AB_SG, Service Group |service Group Type Reference 7/10/2012 12:17:.., LE\B00xainstaller This... False Service Group
63 STLEBCS3A0_SG, Service Group % Service Structure 7/10/2012 4:23:0... LE\800xAService [Serv... False Service Structure
[ 4§ STLEEC1_SE, Service Group
& Alarm Analysis, Service
& Alarm Logger, Service
[ ¥ Alarm Manager, Service
[ 4 AspectDirectory, Service JJO 5 ~[STIEBCS 18 _SG:Service Group Defir = % 7 () &l (| v
[ 47 AssetMonitoring, Service
P AssetTree, Service Configuration |5|alm|
[ ¢ Badupservice, Service
-4 Basc History, Service Service: [B00xA History Syncsenvic: | View |
[51 #¥ Batch Service, Service
3 ﬁ Cross referencing server, Service I Enabled  DateSowee: [ =]
[ 4 Engreering XRef Service, Service i
54 Event Collector, Senvice providery
[E5 , Event Storage, Service !
I f‘ External Alarm, Service 1
[ File Set Distributon, Service =
- Harmony Executive, Service
[ Industrial IT Archive, Service —
14" Inform IT History, Service

Figure 36. Service Group Definition

5. Select the 800xA History StatusViewer aspect as shown in Figure 37.
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44 LE64 [/ Plant Explorer Workplace

E| el @“(Ents— search name)

J”ND Filter

T et S\ fill0 0|5\

E Service Structure

-G Services

[ f 800xA History Event Collector, Service
r } 800xA History SyncService, Service
MOD_DA_MODIAE_SG, Service Group
MOD_DA_MOD2AB_SG, Service Group
STLEBG]J\B 5G, Service Group

i El STLEBCS1B_SP2, Service Provider

| 5 STLEBCS1A_SP1, Service Provider
¢ [#- gkt STLEBCS3A0_SG, Service Group

[ glgh STLEEC1_5G, Service Group
f Alarm Analysis, Service
" Alarm Logger, Service
- Alarm Manager, Service
- é’ AspectDirectory, Service
= f AssztMonitoring, Service
f AssetTree, Service

I— & BackupService, Service
- Basic History, Service
F- é’ Batch Service, Service
[+ f Cross referending server, Service
I_ f Engineering XRef Service, Service
r & Event Collector, Service
¥ Event Storage, Service

[T E| D

4f25/2008 1:55: ABE 800xA Base . Alarm Expression
7/10/2012 12:17:... LE\BOOxainstaller The... False Name
5GJJEC‘ Icon 552003 4:04:04... ABE800xABase Icon... True Object Icon
_|Ser\-'|oe Group Definition 7/10/2012 4:23:0... LE\B00xAService False Service Group ...
JServIne Group Type Reference 7/10/2012 12:17:... LE\B0Oxainstaller  This... False Service Group
_E&fuine Structure 7/10/2012 4:23:0... LE\BOOxAService  [Serv... False Service Structure
JJ(} i = [sTiEacs 108 _sG:m00xa History St = [ B F L o - ] -
B00RA History Service Manager
Objects Status Description
(=P 800xA History Services i)
=/~ RTDB i oK
% Setup Q@ |ox
¥ RTDB-ServiceManager j OK
[H-X APP_Badwp il |OK
-3 RTDB O ok

Figure 37. 800xA History Status Viewer

6. Click 800xA History Service Manager as shown in Figure 38.
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E| el @“(Entgrseuchmme) J”NDFIITH ;‘ P ||R.epla<e filo i |”€\Q'|| Z—‘"' i

E,' Service Structure

-G Services
i f 800xA History Event Collector, Service | 4f25/2008 1:55: ABE 800xA Base Alarm Expression
|— } 800xA History SyncService, Service E3Name 7/10/2012 12:17:... LEB00xainstaller The... Fake Mame
|_— MOD_DA_MOD1AB_SG, Service Group 50bjecl Icon 552003 4:04:04... ABE800xABase Icon... True Object Icon
MOD_DA_MOD2AE_SG, Service Group . |Servioe Group Definition 7/10/2012 4:23:0...  LE\BOOxAService False Service Group ...
STLEBCS1AB_SG, Service Group JServine Group Type Reference 7/10/2012 12:17:... LE\B0Oxainstaller  This... False Service Group
2] f’ STLEBCS 1B_SP2, Service Provider |2l Service Structure 7/10/2012 4:23:0... LE\B0OxAService  [Serv... False Service Structure

; STLEBCS1A_SP1, Service Provider

- @g STLESCS3A0_SG, Service Group
. [F-glg STLEECI_SG, Service Group
f Alarm Analysis, Service

- #° Marm Logger, Service JJ(} i = [sTiEacs 108 _sG:m00xa History St = [ B F L o - ] -

g Alarm Manager, Service B00xA History Servics Manager

=- é’ AspeciDirectory, Service

= f AssetMonitoring, Service Objects I Status D
oS AssetTree, Service =@ 800xA History Services i)

I— & BadkupService, Service B4 RTDB i) |OK

-4 Basic History, Service B33 Setup T @ [ox

- @S’ Batch Service, Service ¥ RTDB-ServicaManager @ ok

[+ f Cross referencing server, Service % APP_Backup [ i |oK

|_ @9 Engineering XRef Service, Service % RTDE _‘ 0K

[ g7 Event Callector, Service

- Event Storage, Service

Figure 38. 800xA History Service Manager

7.  Check the appropriate Service Provider as shown in Figure 39 in the 800xA
History Services window and click Start.

Service Provider MNode Name | Service Statu «
D STLEEC1_SP STLEEC1 Started

STLES _SP 5 Stopped
D B00xA HIStOrY Sync... STLEMOD... Started

[JMOD_DA_MOD2AE ... STLEMOD... Starhed
|

Start | Stop |

Figure 39. 800xA History Services Window
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Stopping Database From ABB System 800xA

1.
2.

Double-click the Plant Explorer Workplace icon on the desktop.

Click on the left side, structure drop down menu and select Service Structure
in the menu item as shown in Figure 34.

Select 800xA History Embedded Data Collector Sync Service Group in
Service Structure through 800xA History SyncService, Service in the left pane
of Service Structure as shown in Figure 35.

By default, the Service Group Definition is selected in the right pane as shown
in Figure 36

Select 800xA History StatusViewer as shown in Figure 37.
Click 800xA History Service Manager as shown in Figure 38.

Check the appropriate Service Provider in 800xA History Service Manager as
shown if Figure 40 and click Stop.

Service Provider

O smeect_sp STLEEC1 Started

O smescssao_sp STLEBCS...  Started -

«| |
Stark: I Stop | Close |

Figure 40. 800xA History Services
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Section 5 Maintenance and Administration

Tag Synchronization

Tag Synchronization

RealTime History-TagConsistencyController is the service responsible for tag
synchronization between the Data Collector Node and History Server.

Figure 41. RealTime History-TagConsistencyController Service For Tag

Synchronization

S T08-Scheduer
%a-'h
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B Security Accounts Hanagss
i Server

By shel b s Debection

Started

Started

RTDB-Tagt: —— | Desoption  [matu: | Satphipe |logonas |
I\ RTDBDAtS rotected Torage Frotectsst.. Sarbed  Mutomalic Local System
et Actess Bt Connection Hanage: Crestes a Marusal Local Syshem
e et Siornotn Ascess Conrection Marusger Crostesn.. Stwted  Marusl Local Systern
mrt oot Deshtop Mk Setson Manager Marages a. Mearual Local Systern
Bemote Procadure Call (FPC) Serves st Sartad Aot Natwork 5.,
Sremete Procadure Call (RPC) Locator Enables re., Marasd Hetwmrk 5.,
SnFente Regtey Ensblesre.. Suted  Automats Lol Service:
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8T8 EMO-CommsnSanaces BB TDED St Rarted Marual Local Systern
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Tag Synchronization

Section 5 Maintenance and Administration

RealTime History-EventForwarder is the service responsible to pull the events from
the Data Collector Node to the History Server.

Ble  fction  Yew el
= |0 FRR EBE

[0 Sorvies o)

RTD0-Ewentformarder R TOBME Hane |

hig e BevcE
Bestart the senace

yerotected Rorage

ntamcte hooess Sut Cornechon Marnager
Byt ftain Cennedton Marager

SR Femcte Deshice: vl Session Manuger
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Figure 42. RealTime History-EventForwarder Service For Events
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VtrinLink is the service responsible for real time and historical data transfer
between the Data Collector Node and History Server.
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Figure 43. VtrinLink Service For Real Time And Historical Data Transfer

History Database Disk Configuration

The Database disk is located on a separate data disk (hard disk drive) and the
software is located on another disk. For performance reasons it is most desirable,
whenever possible, to have the disk containing database to be formatted using 64 kB
(kilo bytes) block size.
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A very typical disk configuration is the following:

Table 6. Typical Disk Configuration

Disk Description
Operating System and Product Software
D: History Database and project specific application files. The allocation unit
size of this disk is 64kB (kilo bytes) for the best History Database
performance.
E: History Database Backup (online backup, essential backup, and

application backup).

Minimum setup Desired basic setup

Windows 05 RTDB
+ App. Software  On-Line Backup
+RTDB Database

wmduws 05 RTDE Database RTDB
(64 kB disk block size] On-Line Backup
App. SOleale Possibly mirrored disks

T

opmiowAL TF==T OPTIONAL

Figure 44. Disk Configuration - Minimum and Basic Setup

It is possible to make more complex and extremely sizeable disk configurations with
high redundancy and high performance for History Database. A very typical larger
configuration setup looks like this:
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Complex setup

______

" :
1 T T
} RAID 1+0 disk set
1 SEEEES _—

N L

S ¥ N
Sp—Y-

= - -

Windows 05 RTDE Database (64 kB disk block size) RTDE On-Line Backup
+ App. Software Mirrored (redundant) multiple drive logical Reinforced multiple drive logical set
+ RTDB Database disk set with a hot-spare drive

Figure 45. History Database - Complex Setup

The guidelines to remember when planning for RTDB disk configurations are;

*  The RTDB database must reside in a single Windows folder, thus, if a sizeable
database is required then an adequately sized single logical disk must be
provided.

*  The size of the database on-line backup must be the same as of the actual
database.

If you do not know the location of your RTDB database directory, you can find it out
from the ODBC Data Source Administrator dialog box of the Control Panel
window.

Backup and Restore

Perform the following backups for restoring the database or operating system in
future.

As a precautionary measure , following should be copied and kept in separate (safe)
location for restoring of the database or Operating system in future.

Operating System Drive Backup

Perform the following procedure to take OS backup in all DC and History Server
node:
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A

From the Desktop select RTDB Control Panel folder. Double-click to open the
folder.

Double-click the Starting and Stopping folder to open it.
Double-click Stop_RTDB.bat.
Type Y in the pop-window and then click Enter.

Wait for the Database service to stop. After the services are stopped
successfully, a message stating All tables OK will appear. Press any key to exit.

Take the backup of the Operating System Drive.

Database Folders Backup

Perform the following procedure to take Database folders backup for all Data
Collector nodes and History Server node. This backup should be taken after all the
DC nodes are defined and connected to History Server. This is common procedure
for Data Collector and History Server Node:

A

For Data Collector nodes this backup can be taken on Weekly or Monthly basis.

From the Desktop, select RTDB Control Panel folder. Double-click to open the
folder.

Double-click the Starting and Stopping folder to open it.
Double-click Stop_RTDB.bat.
Type Y in the pop-window and then click Enter.

Wait for the Database service to stop.After the services are stopped
successfully, a message stating All tables OK will appear. Press any key to exit.

Copy the Database folders (Application folder and RTDBData folder) in
some other drive or safe location.

History Server AutoBackup (or Online Copy)

In the History Server, there is a dedicated backup drive which is used to store daily
backup of the complete Database.
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The Daily Backup is run automatically by the History Server Scheduler Service at
specific time (default is 21:30 Hrs).

The Daily Backup is incremental, i.e., only last day data is updated or last two tables
from previous day are updated in the database.

It is recommended that the user keeps a separate copy of this backup on weekly or
monthly basis.

System Failure Recovery

This section provides the recovery steps in case of Hard Disk Failure of Database or
Operating System disks.

Recovery from Operating System Disk Failure

This section provides steps in case of Operating System Disk failure(i.e., Disk got
corrupted or Disk crashed or some other reason that Database disk is not working).

The following steps are same for History Embedded Data Collector node or History
Server Node:

1. Replace the old disk (which is corrupted/crashed) with new disk.
2. Restore the Backup of the Operating system on the new disk only.
3. Restart the system.

It may take some time for the Database to initialize and return to normal
running state. To verify that the database is returned to normal running state
open Windows Task Manager (Start > Run > Taskmgr.msc) and check for the
process RTDB_Scandb.exe. This process verifies the states of all the tables in
Database and if there are any problem, it fixes the tables automatically. Once
this process is exited from Task Manager, the Database comes into Normal
Running State. This completes the recovery of Node from Operating System
Disk Failure.

Recovery from Database Disk Failure

Execute the applicable procedures in the appropriate node as follows in case of
database disk failure.
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History Embedded Data Collector Node
In the History Embedded Data Collector Node, perform the following steps:

History Server

1.

9.

10.

ShutDown the Machine and remove the failed disk and insert new Hard Disk
Drive for the Database.

Start the machine. You might see some failure messages for the Services with
reference to History Embedded Data Collector. This is because it is not able to
find the database.

Open Service Control Manager, stop RTDB_CVMC Server®#****#** gervice.

Open the Computer Management by clicking Windows> Administrative
Tools > Computer Management.

In the Computer Management Program, navigate to Disk Management and
Initialize the new disk with 64K Format and assign the same Drive Name as it
was earlier for the Database Disk.

Copy the Database backup taken. For more information, refer Database Folders
Backup.

Open RTDB Control Panel folder from Desktop.
Double-click to open the Starting and Stopping folder.
Double-click Start RTDB.bat.

Type Y in the pop-window and then click Enter. A message stating RTDB
Services Started will appear. Press any key to exit.

It may take some time for the Database to initialize and return to normal running
state. To verify that the database is returned to normal running state open Windows
Task Manager (Start > Run > Taskmgr.msc) and check for the process
RTDB_Scandb.exe. This process verifies the states of all the tables in Database and
if there are any problem, it fixes the tables automatically. Once this process is exited
from Task Manager, the Database comes into Normal Running State. This
completes the recovery of the History Embedded Data Collector node Database in
case of Database Disk Failure.

In the History Node, perform the following steps to restore database.
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Before you perform the following steps make sure to re-configure the NLB
settings with the same common name and common IP used in the previous
configuration. Failing to do so will not allow the NLB in history server to load the
cluster. To know how to configure NLB refer History 4.5 Installation
(2PAA110534%*)- Network Load Balancing (NLB).

1.  Shutdown the machine to remove the failed disk and insert new HDD for the
Database.

2.  Start the machine. You might see some failure messages for the services with
reference to Data Collector Node as the system cannot find the database.

3. Open Service Control Manager, stop RTDB_CVMC Server#### &%
service.

4.  Go to Windows> Administrative Tools and open Computer Management.

5. Inthe Computer Management Program, navigate to Disk Management and
initialize the new disk with 64K format and assign the same Drive Name as it
was earlier for the database disk.

6. To restore Application Directory, do the following. For illustration purposes, it
is assumed that D drive is the Database drive and E is the backup drive.

a. To create the target directories run the following command in cmd editor.
Choose the latest time stamped DIR_LIST file to create the directories.
for /f "tokens=3*" %i in ('findstr /c:"Directory of"
"E:\Backup\Application\Misc\AppBackup\DIR_LIST 20130305_15442
3.TXT"') do md "%i"

The above command creates all the required Application directories in database
drive D.

b. Copy the latest time stamped version of
COPY_VER_BACK_xxx_xxxx.TXT from
E:\Backup\Application\Misc\AppBackup and save it to database drive D.

c. Open the text file in Notepad, click Save As and save it as
COPY_VER_BACK.bat.

d. Run the batch file to restore the Application data.
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7. To restore RTDBData Directory, do the following:

a. Navigate to E:\EssentialBackup folder and choose the latest available
backup, unless it is known that a better backup can be made use of, like
WeekDay7, Day9 and so on.

b.  Run the following command in cmd editor.
robocopy/E e:\EssentialBackup\day9 "%app_datapath%"
/copyall /xf *.table*

c. IfRDTB services are not stopped, then Double-click Stop_RTDB.bat file
to stop RTDB services from the location Desktop> RTDB Control Panel>
Starting and Stopping.

d. From E:\Onlinecopy folder, double-click
PrepareOnlineBackupForRestoration.bat to execute it. A pop-up
appears, which provides instructions to restore the backup.

e. Letthe command complete the restoration procedure. This may take some
time based on the database size. After completion, SUCCESS message
appears on the cmd editor.

8. Open RTDB Control Panel folder from Desktop and double-click to open
Starting and Stopping folder.

9. Double click Start_ RTDB.bat.

10. Type Y in the pop-window and click Enter. A message stating RTDB Services
Started will appear. Press any key to exit.

It may take some time for the Database to initialize and return to normal running
state.

To verify that the database is returned to normal running state:
1.  Go to Start > Run and enter Taskmgr.msc to open Windows Task Manager.

2. Check for the process RTDB_Scandb.exe. This process verifies the states of
all the tables in Database and if there are any problems, it fixes the tables
automatically.

After this process exit from Task Manager, the Database comes into Normal
Running State. This completes the recovery of the History Server Node Database in
case of Database Disk Failure.
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Introduction

This section details some troubleshooting cases and solutions for the resolving.

Tags not Created in 800xA History Embedded Data
Collector for 800xA History Logs Created in 800xA

1.

Check that 800xA History Source Aspect is created in the Root of the control
project.

In 800xA Workplace, select service structure and go to:
800xA HistorySyncService, Service Provider.

In the Aspect Window, select Service Provider definition. Click Special
Configuration Tab. Check the inputs are provided properly:

Connection String: tcp://127.0.0.1:7614/CPIMS-INTERNAL/<Node-Name>-
RTDB

Username: User Account used for 800xA History Embedded Data Collector
Installation.

Password: User Account used for 800xA History Embedded Data Collector
Installation.

Ensure that Service Provider should be in service state.
Verify the VTrin Connection:

a. Navigate to Windows> Search for Vtrin and open with Run as
Administrator.
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b. In the pop-up, provide the connection string, username, password
(mentioned above).

c.  Check the connection succeeds and you are able to login to Vtrin GUIL

Events not Appearing in 800xA History Embedded Data
Collector

In 800xA Workplace, verify the 800x AHistoryEventCollector service is in Service
mode and the Connection String is: tcp://127.0.0.1:7614/CPIMS-
INTERNAL/<Node-Name>-RTDB and appropriate Username/Password are entered.

Trends not Appearing in 800xA

1. Check in 800xA History SyncService => Service definition aspect => Special
Configuration tab, Check for HDAProgid, Main Node, IP address of Main
Node are configured correctly.

Also verify Basic History should be running and it should be running on the
same node as that of 800xA History Embedded Data Collector Node.

2. In 800xA History Embedded Data Collector Node, select any log configuration
in control structure and check that you are able to get log values. If not, then
verify from Service Control Manager, that 800xA History OPC HDA Server is
in "Started" state. Start HDA server if it is in stopped state.

Logs not Appearing in 800xA

In 800xA History Embedded Data Collector Node, select any log configuration in
control structure and check that you are able to get log values. If not, then verify
from Service Control Manager, that 800xA History OPC HDA Server is in "Started"
state. Start HDA server if it is in stopped state.

Redundant 800xA History Embedded Data Collector Node

Following is checked for 800xA History Embedded Data Collector Node
redundancy to work in 800xA:
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1. The 800xA HistorySync Service for Redundant 800xA History Embedded
Data Collector Node should be standby mode.

2. When alog is created, the tags will be first created in Primary 800xA History
Embedded Data Collector Node then to 800xA History Server and then will be
created in secondary 800xA History Embedded Data Collector Node (by
800xA History Server).

Tags not Created in Redundant 800xA History Embedded
Data Collector Node

From the 800xA History server try to connect the Redundant 800xA History
Embedded Data Collector Node using Vtrin GUI:

*  Connection String: tcp://Redundant 800xA History Embedded Data Collector
Node IP:7614/CPIMS-INTERNAL/"800xA History Embedded Data Collector
Node Computer Name"-RTDB,

*  Username: User Account used for 800xA History Embedded Data Collector
Node Installation

e  Password: User Account used for 800xA History Embedded Data Collector
Node Installation.

If the connection fails, then check the 800xA History Embedded Data Collector
Node services in redundant node are running.

Open vtrin Interface in Main Server, browse to Maintenance > Basic > Database
Nodes. Check the redundant 800xA History Embedded Data Collector Node is
listed. If not run the Scheduler service from Service Management in Redundant
800xA History Embedded Data Collector Node and Primary 800xA History
Embedded Data Collector Node .

Once the redundant 800xA History Embedded Data Collector Node is listed, check
for the created tag.

Trends not appearing in some client nodes

1. Right-click the PPA SystemTray Icon and select Service Connection Viewer.
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2. Check which basic history service is active for that particular client node (for
the active basic history service provider a Green signal will be indicated in the
service provider status). Try to switch the service provider to other decn node
and check whether trend works.

Final solution will be to restart the Basic history service from service structure for
both 800xA History Embedded Data Collector Nodes .

Checking Logs for RTDB Services

Navigate to D:\RTDBData\Diag Folder. The Diag folder includes RTDB service
related logs.

800xA History Re-installed

Whenever 800xA History Server is re-installed, run the following batch file on all
800xA history nodes i.e., History Server and Embedded Data Collector Nodes as a
part of post installation step.

App_AcceptVtrinServerKeyChangesForServices.bat".Path for the
file is " <RTDB Drive>:\Application\bin
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Overview

The archive function supports permanent offline storage for numeric process data
stored in history logs in 800xA History Server.

Without the archive function, when a history log becomes full, the oldest entries will
be overwritten by newer entries. When archiving is used, the contents of specified
logs are copied to a designated archive media to prevent the loss of critical historical
data.

Archive Media Supported
Two types of archive media are supported:

* A single Magnetic/Optical (MO) disk - With this media, MO platters must be
removed and replaced as they become full.

. Hard disk

When the archive device is configured to backup full archive volumes to an ISO

@ image of the archive volume directory, the mkisofs.exe application (located in
the C:\Program Files (x86)\ABB Industrial IT\Inform
IT\history\bin directory) must be excluded from Data Execution Prevention
(DEP) using one of the methods described in MSDN knowledge base article
875352.

The hard disk may be partitioned into multiple volumes which are sized to
match CD ROM or DVD media. The archive backup function may be set up to
write the contents of archive volumes to ISO Image files as volumes become
full. The ISO image files may be burned onto CD ROM or DVD media for
permanent storage. As files are saved on the CD or DVD media, the file copies
on hard disk must periodically be purged to make room for new archive entries.
As an alternative, specify the archive backup function to create shadow copies
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of filled archive volumes on network file servers. Use both ISO image files and
shadow copies as needed.

Archive Configuration

Archiving is managed by one or more archive device objects which are configured
in the Node Administration structure. An archive device is a logical entity that
defines where and how archive data is written. Every MO or disk drive used for
archiving must have at least one archive device aspect configured for it. A single
drive may have several archive devices configured for it to satisfy different archive
requirements. For example, more sensitive data may be archived through a separate
device which is configured to prevent automatic overwriting of stored data.

Archiving may be scheduled to occur on a periodic or event-driven basis through the
Application Scheduler, or execute manual archive operations on demand. For
manual archives, if the specified time range has no samples, no data will be
archived. For scheduled archives, even if no new samples were collected, at least
one sample (the last valid point) will be archived. Each archive operation is referred
to as an archive entry.

Scheduled archiving is implemented through archive groups. These are user-defined
groups of logs which are archived together as a single unit. Scheduling instructions
for archive groups are specified in job description objects created in the Scheduling
structure. The schedules are associated with their respective archive groups through
an Archive Action aspect attached to the job description object. Manual archiving
may be done on an archive group basis, or by selecting individual logs.

Accessing Archived Data

Archive volumes support viewing of archive data (through the corresponding
archive volume aspect). The MO media has one archive volume. Partition the hard
disk media into any number of archive volumes. Archive volumes are automatically
created for all removable disk drives (DVD and CD drives) to support viewing of
archive data on DVDs and CDs which contain archive files. Further, additional read-
only volumes can be created for reading archive volumes that have been copied to a
mapped network drive, or for viewing archive files that have been copied to the local
drive.

80 2PAA107563-600 B



Section 7 Configuring Archives Media Full Indication

In order for client applications to access archived numeric log data, the archived
numeric logs must be published.

For numeric (property) logs, the archive volume where the archived data resides
must be published. The contents of a complete volume, or even multiple volumes
can be published in relatively few steps.

Archive Topics

*  Configuring Archive Devices on page 81
*  Configuring Archive Groups on page 90

Media Full Indication

A message is sent to the System Message Log when a platter needs to be changed.

Configure Archiving
Configure the archive application according to the results of your calculations:

1. Configure the archive device as described in Configuring Archive Devices on
page 81.

The recommended Device Behavior for MO Drive is Stop When Full. This is
because the platter must either be turned over, or replaced when the current side
is full.

For Disk Drive, the recommended Device Behavior for Wrap When Full. This
will support the archive backup scenario whereby the contents of a volume is
written to an ISO Image file, or a shadow copy is created on a network file
server when the volume becomes full. The Disk Drive device can be configured
to re-initialize itself when all volumes are full, and the Overwrite Timeout has
expired.

2. Configure archive groups as described in Configuring Archive Groups on page
90.

Configuring Archive Devices

This section describes how to configure archive devices to define where and how
data will be archived on a specific archive media. Two device types are supported:
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* MO Drive - requires removing and replacing platters as they become full.

*  Disk Drive - The hard disk may be partitioned into multiple volumes which are
sized to match CD ROM or DVD media.

Several archive devices can be configured on the same media to satisfy several
different archive schemes.

Removed archive volumes don't recapture used disk space. This prevents
restructuring the device to fewer volumes with larger individual capacities.

When deleting volumes from a Disk Drive archive device, delete the folder
manually. Look for a folder under the Device File with the name nnArch where
nn is the volume number. Delete folders that match the volumes that were deleted
from the device.

Refer to the computer’s documentation for instructions on connecting storage
devices to the computer where the archive service runs.

The operating parameters for each archive device are specified in the corresponding
archive device aspect. This requires adding one or more archive device objects for
each archive media (MO or disk drive), and then configure the archive device
aspects. For instructions, refer to Adding an Archive Device on page 82.

Adding an Archive Device

Archive device objects can be added in any structure in the aspect directory,
although the Node Administration structure is recommended. In this structure, each
node where the archive service runs has an Industrial IT Archive object under the
Industrial IT Archive service provider. The aspect list for this object has an
Archive Service Aspect which facilitates adding Archive Device objects (as well as
Archive Group and Archive Volume objects).

To add an Archive Device object (reference Figure 46 for steps 1-4):
1. In the Plant Explorer, select the Node Administration structure.

2. Expand the object tree for the node where the archive device is being added
(for example, TAR105 in Figure 46).

3. In the object tree for the selected node, expand the Industrial IT Archive
Service Provider and select the Industrial IT Archive object.
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4. Select the Archive Service Aspect from this object’s aspect list.

Hode whare Archive Device Objoct is baing added Archive Service Aspect
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Figure 46. Adding an Archive Device in the Node Administration Structure

5. Click Archive Device in the Create New Archive Object section. This displays
the New Archive Device dialog, Figure 47.

6. Enter a name for the object in the Name field, for example: ArchDev2OnAD,
click OK.

Keep the Show Aspect Config Page check box checked. This will automatically
Q open the configuration view of the Archive Device aspect.

New Archive Device Object... =

Mame: I ArchDevzOnaD

[+ Show Aspect Config Page

[8]4 I Cancel |

Figure 47. New Archive Device Object Dialog
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This adds the Archive Device object under the Industrial IT Archive object and
creates an Archive Device Aspect for the new object. Use this aspect to configure
the device as described in Archive Device Aspect.

Archive Device Aspect

The Archive Device aspect Config view is shown in Figure 48.

J_| O Q - |ArchDev20nAD:Archive Device

%8 @0 |

Device State

| 1dle

Archive Path Backup Archive Path

I c:iarchivel I eiiarchiveBackup

Device Type Backup Type

IDisc Drive j IBoth j

Device Behavior Crwerwrite Timeout

IStop ‘when Full j I 1 Hours j

Yolumes Yaolurme Mame Format

|3 | ecdobry_ e

Active Yolume Vaolurne Name Counter

[1 1l

Wolume Quota

I 550 ¥ Create Auto-Publish Yolumes

¥ Local Disk Utilization 'warring ¥ Backup Disk Utilization Warring

[10 | Free x| |10 |% Free x|
Cancel | Apply | Help

Figure 48. Archive Device Configuration Type

This aspect also has a main view for managing the archive volumes on the archive

device.

The archive device operating parameters which must be configured, and the manner
in which they are configured depends somewhat on the type of device (MO or hard
disk). Review the following guidelines. Details are provided in the sections that
follow. When done, click Apply to apply the changes.
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Guidelines

To configure an archive device, first specify the type of media for which the device
is being configured, and then configure the operating parameters according to that
media.

The Archive Path specifies the drive where archive data will be written. If the
archive media is a hard disk, specify the directory.

The Device Behavior and Overwrite Timeout fields are used to specify how
archiving will proceed when the current archive media (volume) becomes full.

When using a disk drive, partition the disk into one or more volumes. This is not
applicable for MO drives. To configure volumes, specify the number and size of the
volumes, and set up volume naming conventions. Optionally, specify whether or not
to have archive volumes automatically published when the volumes have been
copied to a removable media (CD or DVD) and the media is remounted.

For disk-based archiving, it is recommended that automatic backup of archive data
to another media be configured. This way when a volume becomes full, an ISO
image or shadow copy, or both are created on another media. This is not applicable
for MO media which are removable and replaceable.

Optionally, specify whether or not to generate an alarm when the archive media (or
backup media) exceed a specified disk usage limit. If these features are enabled, the
alarms recorded in the 800xA System message buffer.

Attempting to apply an invalid parameter setting causes the Device State field to
@ be highlighted in red to indicate an invalid configuration.

Device Type
Specify the type of media for which the archive device is being configured:

MO Drive (single magnetic/optical drive).
Disk Drive

Archive Path

This specifies the location where data will be archived. If the Device Type is an MO
drive, enter the drive letter, for example: D: or E: If the Device Type is Disk Drive,
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specify the full path to the directory where data will be archived for example:
E:\archive (root directory is not a valid entry for disk drive).

Device Behavior and Overwrite Timeout

Device Behavior and Overwrite Timeout fields determine how archiving will
proceed when the current archive media (volume) becomes full. For Device
Behavior the choices are:

*  Stop When Full (default, and recommended for MO drives) - Return device
full error when the device is full.

*  Advance When Full - Advance the active volume until one of the following is
found: a valid media with storage capacity, or a media that is not initialized. If a
volume that is not initialized is found, initialize the volume and start archiving
to it. If not, return device full error.

*  Wrap When Full (Recommended for Hard Disk devices) - First look for a
valid or not-initialized media. If a valid media is found, start archiving to it. If a
not-initialized media is found, initialize it and then start archiving to it. If
neither of these is found, look for a full media whose Overwrite Timeout has
expired, and with the earliest last archive time. Then reinitialize that media and
start archiving to it.

The Overwrite Timeout specifies the delay between the time when a media
becomes full and the time when the media can be re-initialized (overwritten). Set
this to the duration for which the data must be preserved. For example, to preserve
data for one year, set the Overwrite Timeout to 365 days. This means 365 days after
the LAST data has been written to the media, the media can be automatically
initialized by the archive service if the media is in the drive.

Use the pull-down list for this field to select the units: Hours, Days, or Weeks. Then
enter the number of units. The default is 0 which means infinite delay. To get
virtually no delay, enter a very small delay, for instance: 1 second. The Overwrite
Timeout is stored on the media, so removing the media from the drive and then
replacing it will not affect the Overwrite Timeout. Overwrite Timeout can be
changed via the Initialize dialog when a media is initialized for manual archiving.

When using archive backup (Configuring Archive Backup on page 88) follow
@ these guidelines for configuring Device Behavior and Overwrite Timeout.
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When using archive backup, it is recommended that the device behavior be set to
Wrap When Full, and set the overwrite timeout to allow for periodic checking of the
backup destination to make sure its not full. The overwrite timeout should be two to
three times the interval that is checked for the backup destination. If checking once a
week, then set the overwrite timeout to two or three weeks. Also, the number of
volumes and volume size must be configured to hold that amount of data (in this
case two to three weeks). This is covered in Configuring Volumes on page 87.
Following these guidelines will ensure reliable archival with ample time to check
the backup destination and move the archive files to an offline permanent storage
media.

Configuring Volumes

Hard disks can be partitioned into multiple volumes. This involves configuring the
number of volumes, the active volume, volume quota, volume name format, and
volume name counter. Specify whether or not to have archive volumes
automatically published when the media where the volumes have been copied are
remounted. Configuring volumes is not applicable for MO drives.

The Volumes field specifies the number of volumes on the media that this archive
device can access. The maximum range is 64. The quantity specified here will result
in that number of Archive Volume objects being created under the Archive Device
object after the change is applied, Figure 49.

E'ég IM_Industrial IT Archive_TAR10S, Service Provider
E@ Industrial IT Archive, Industrial IT Archive
: @ ArchDev10naD, Archive Device

ER=1 )

, Archive Device
@ Archive Yolume 1, Archive Yolume
@ Archive Yolume 2, Archive Yolume
@ Archive Yolume 3, Archive Yolume

@ ArchGroupaD, Archive Group

Figure 49. Specified Number of Volumes Created Under Archive Device Object

Volume Quota is the partition size for each volume in megabytes. For example, a
20 gigabyte hard disk can be partitioned to five 4000-megabyte partitions where
4000 (MB) is the Volume Quota and five is the number of volumes as determined by
the Volumes field. Typically, size volumes on the hard disk to correspond to the size
of the ROM media to which the archive data will be copied, for example 650 MB for
CD ROM, or 4000 MB for DVD. The minimum Volume Quota value is 100M.
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The Volume Name Format is a format string for generating the volume ID when
initializing a volume during timed archive. Enter any string with/without format
characters (all strftime format characters are accepted). This can be changed when
manually initializing a volume. The default value is ‘%od%b%y_####

%d = day of month as a decimal number [1,31].
%b = abbreviated month name for locale, for example Feb or Sept.
%Yy = year without century as a decimal number [00,99].

#### is replaced by the Volume Name Counter value to make it a unique volume ID,
the number of #’s determines the number of digits in the number.

The Volume Name Counter is used to generate a unique volume id when the
volume is initialized. The default value is 1. This number is incremented and
appended to the Volume ID each time the volume is initialized.

The Active Volume field is the volume number of the current volume being
archived, or to be archived.

The Create Auto-Publish Volumes check box is not operational in this software
version.

Configuring Archive Backup

It is recommended that the archive backup feature be used when archiving to a disk
drive. There are two backup methods: ISO image and copy files. With ISO image,
when a volume becomes full, the contents are written to an ISO Image file at the
specified Backup Destination. The ISO files can then be burned onto CD ROM or
DVD for permanent storage. As an alternative, specify that a shadow copy of the
volume be created on a network file server. Both methods can be used.

When archive backup is configured, as volumes are backed up, the volumes are
marked backed up. Volumes cannot be overwritten until they are marked backed up.
If necessary, override this feature and mark volumes as backed up even if they are
not.

88
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destination device to fit the size of the Archive Volume(s) to be copied to it.
Regular maintenance to make offline backups of copied files allowing for the
deletion of copied Archive Volumes is highly recommended.

@ When using Archive Backup, ensure that there is always space available in the

Also, follow the guidelines for configuring Device Behavior and Overwrite
Timeout as described in Device Behavior and Overwrite Timeout.

Archive backup is configured with the Backup Archive Path and Backup Type
fields.

The Backup Archive Path specifies the destination for ISO Image files and/or
archive copies when backing up archive data. The path must specify both the disk
and directory structure where the archiving is to take place, for example:
E:\archivebackup.

The ISO image and shadow copy can be made on a remote computer which does not
require Industrial IT Archive software. The directory on the remote node must be a
shared folder with the correct privileges (the write privilege must be one of the
privileges). For example: W130.110.111.20\isofile.

There are two requirements for the computer where the destination directory is
@ located:
e  The destination directory must exist on the computer BEFORE configuring
the archive device.
e The computer must have a Windows user account identical to the account

for the user under which the Archive Service runs. This is typically the 800xA
system service account.

If these conditions are not met, the error message shown in Figure 50 appears after
applying the archive device configuration. The object will be created (Apply
Successful initial indication); however, the archive device will not be operational,
and the error message will appear when the message bar updates.

i|Err0r: Invalid device file configuration. The archive device has been deactivated. Click HERE for more information.

Figure 50. Backup Destination Error Message

The Backup Type specifies the backup method. The options are:
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ISO Image creates an ISO image file for the currently active volume when the
volume becomes full. The ISO Image file can then be copied to a ROM media for
permanent storage.

Copy Files creates a shadow copy rather than an ISO Image file.
BOTH creates both an ISO image and a shadow copy.

Disk Utilization Alarms

The two check boxes near the bottom of the Config view are used to choose whether
or not to generate an alarm when the archive media (or backup media) exceed a
specified disk usage limit. Specify the limit as a percentage of disk usage, or as
megabytes used. Choose to generate alarms by checking the respective check boxes.
The alarms are recorded in the 800xA System Message Services.

Activate/Deactivate an Archive Device

An archive device must be active in order to archive data to, or restore data from the
device. When the archive media is MO Drive, the corresponding archive device
must be deactivated to remove and replace a platter. To activate/deactivate an
archive device, go to the Archive Device aspect main view, click Actions and choose
Activate or Deactivate.

Configuring Archive Groups

Archive groups support scheduled or manual archiving for a group of logs as a
single unit. This is done through an archive group aspect. One or more archive
groups may be added to this aspect, and each group specifies a set of items (logs
and/or aspect objects) to be archived as a unit.

To configure scheduled archive operations, configure a job in the Scheduling
structure. The association between the schedule and a specific archive group is
made via an Archive Action aspect which must be added to the job in the
Scheduling structure.

This section describes how to create an archive group and configure a job to
schedule archive actions. Start with Adding an Archive Group on page 90.

90
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Adding an Archive Group

Adding an Archive Group

Archive groups are configured and managed via the update object. Typically, this
object is added under the Industrial IT Archive object in the Node Administration

structure (using the Archive Service Aspect as described in Adding an Archive
Device on page 82). To do this:

1.
2.

In the Plant Explorer, select the Node Administration Structure.

Navigate to and expand the object tree for the node being added to the archive

group.

In the object tree for the selected node, expand the Industrial IT Service
Provider tree and select the Industrial I'T Archive object.

Select the Archive Service Aspect from this object’s aspect list.

Click Archive Group, Figure 51.

W TARLIOS System /) Plant Explorer Woekplace

| 2| IS [ reer saarch narva) — o= FE

Replace =] | & w )| %

[ Mode adrsstration Srucan =

Aspacts of rdustril 1T Archive’ | Modfied

= @ TARIOS, Node
"(,' Harn Logger_fiasic_TAR105, Sarvice Provider
fy AspectDirectory_Basic_TARIDS, Service Provid
s Bxdumsanics Basi_TARLLS, Servie Privide
5 B Hstory_Ba_TARLDS, Service Provider
5 Cross referenceg server Bask_TARLCS, Serve
(,' Estornal Alarm_Basic_TAR10S, Service Provide.
5 Fie et Ditibupion_Bask_TARIGS, Servie Prc
£ 11_dlam . Lvert_TARIDS, Servie provider
S 5 I techuntsial IT Auchéve_TARIDS, Sarvice Prer
= (g Industria 1T Sechive, Industrisl IT Archive.

[Besc... [irkwrked

= el 4 Nodes, Node Grou I

Thame.

R Node Administration Siruturs

919{2003 208:0...
Beutrial IT Archive Type Reference 9/19/2000 2:08:0...

P00 T80,

The... False
Falie

[Nod... Falia

0] alarm and Evert List

332000 45011

Thes ..

Tre
True

Croatn Miw fachive Dbgect

|G i@ = [indtrad T aective:secioe Sorvin =] B F [ w | =

= @)

Aucheve Servics Properians

Preperty Cpegery. [Gerera -

31 (G ArchDevEOnAD,

[tk

Archiaroupidy, fechive Group
Archr o pOnAD, Archive Group

Srat Time Sep 26 2003121324

S N, Growp
5 S I bedcem IT Hiory TAR105, s«l\-xnmmrl_'{
v

Figure 51. Creating a New Archive Group

CHek Hare

This displays the New Archive Group dialog, Figure 52.
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New Archive Group Object... |

Mame: I archiaroupOnal|

[+ Show Aspect Config Page

[8]4 I Cancel |

Figure 52. New Archive Device Object Dialog

6. Enter a name for the object in the Name field, for example: ArchGroupOnAD,
click OK.

Keep the Show Aspect Config Page check box checked. This will automatically
@ open the configuration view of the Archive Device aspect.

This adds the Archive Group object under the Industrial IT Archive object and
creates an Archive Group Aspect for the new object. Use this aspect to configure
one or more archive groups as described in Archive Group Aspect on page 92.

Archive Group Aspect

The Archive Group aspect is shown in Figure 53.
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fﬂ_lnrchﬁroupDnAD : Archive Group i ;Iglll
J_| = R |ArchGr0upOnAD:Archive Group = 5 o o |
Actions | Archive Groups
Mame | Skate | Service Group | Ikem Counk | Descripkion

Actions | Archive Group Entries

Tvpe | Details

Cancel Apply | Help I

Figure 53. Archive Group Aspect

The primary function of the Archive Group aspect is to add and configure archive
groups. This is described in Adding and Configuring an Archive Group on page 93.

After configuring an archive group, make changes to the group, or to the archive
entries added to the group. This is described in Adjusting Archive Group
Configurations on page 96.

This aspect also is used to invoke manual archive operations on an archive group
basis.

Adding and Configuring an Archive Group
To add and configure an Archive Group:

1. Right click inside the archive groups window (or click Actions) and choose
New Group, Figure 54.
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Figure 54. Adding an Archive Group

This displays the Add Archive Group dialog, Figure 55.

Add Archive Group =
Group Mame
| ArchGrp10nAD

Group Description
|1

Service Group

IArchiveSG j

oK I Cancel |

Figure 55. Add Archive Group Dialog

2. Use this dialog to specify the Group name, description (optional), and the
Industrial IT Archive Service Group whose service provider will manage this
archive group.

3.

Click OK when finished.
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4. Click Apply to initialize the new group.

Repeat this to add as many groups as required. Then specify the contents of each
archive group as described in Adding Entries to Archive Groups.

Adding Entries to Archive Groups

This procedure specifies the logs (and/or objects) to be archived as part of this
archive group. Different entry types can be mixed in the same group. To add entries:

1. Select the archive group from the list of archive groups, right click and choose
New Entry from the context menu, Figure 56.

i
I @ » [oGrowoniiadie Gow =] 9 45 G o - =
[ Jrovecom

Name | State | Service Group |_Item Count | Description
ArchGrp 10nAD Init ArchiveSG 0

Modify Group
New Group
Delete Group

List Group Items...
Rescan Group

Manual Archive...

Reset Last Archive Time...

Actions | Archive Group Entries

Figure 56. Adding a New Entry

This displays the Add Group Entry dialog.

2. Use this dialog to select an entry type, Figure 57, click OK. The options are
described in Table 7.
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Add Group Entry
Entry Type
INumeric Log j Ok I
Event Log Cancel |

M Object
Platform Object

Figure 57. Add Archive Group Dialog

Table 7. Archive Group Entry Options

Entry Type Description

Numeric Log |Creates an entry for numeric (property) logs. Selecting this option displays
the Add Archive Group Numeric Log Entry dialog, Figure 58. Use this dialog
to browse the aspect directory for the object whose property log(s) to be
included in the archive group.

The Include Child Objects check box is selected by default to include logs
for all child objects of the selected object. If this check box is not checked,
only logs for the selected object will be included. A filter based on the
following criteria may also be specified:

¢  Template Aspect - Include logs whose log template matches the
specified filter.

* Log Configuration Name - Include logs whose log configuration
aspect name matches the specified filter. Accepts wildcard characters.

e Property Name - Include logs whose property matches the specified
filter. Accepts wildcard characters.

e Log Name - Include logs whose name matches the specified filter.
Accepts wildcard characters.

e  Collector Link - Use this to filter on IM History Log (default prevents
all PPA logs in an archive from being included), IM Importer Link, All
Collector Link Logs (adds PPA logs), No Collector Link Logs (just
PPA logs), 800xA History Log.

Wildcard characters are * and ?. Asterisk (*) means 0 or more of any
character. Question Mark (?) means a single character.

Event Log Creates an entry for alarm/event messages stored in the 800xA System
alarm/event buffer. There is no dialog associated with this option.
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If adjustments are needed to an archive group configuration, refer to Adjusting
Archive Group Configurations on page 96.

Add Archive Group Numeric Log Entry

Root Object
s Control Structure j J¥ Include child objects

- C161_BasAlarm, Control Applica:
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Valley_08, FED ™ Log Name Filter:
Valley_07, FBD I
Valley_08, FBD

Valley_03, FBD [V Collector Link Filter:

Valley_10, FBD
Vallaw: 11, FRMN d
. | »

-
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Figure 58. Add Archive Group Numeric Log Entry

Adjusting Archive Group Configurations

Changes can be made to the archive group configuration on two levels. When
selecting an archive group in the archive group list, the context menu, Figure 59, (or
Actions button) is used to:

¢ Change the archive group description (Modify Group).
e Delete the archive group (Delete Group).

*  Rescan the archive group (Rescan Group) - This rereads the archive group
configuration in the event that logs have been added to or deleted from the

group.
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Figure 59. Changing an Archive Group Configuration

When selecting an entry from the entries list for an archive group, the context menu
(or Group Entries button) is used to modify or delete the entry, Figure 60. The
Modify Entry command displays the object selection dialog as described in Adding

Entries to Archive Groups on page 94.
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Figure 60. Editing Group Entries
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Reading and Managing Archive Data

The archive function supports permanent offline storage for historical data collected
in property (numeric) logs.

This section describes how to make archive data available for desktop applications
such as DataDirect, how to perform manual archives, and how to maintain archive
data. This includes:

*  Maintaining archive media - When an archive media becomes full it will
require maintenance to permit archive operations to continue. For MO media,
periodically remove and replace platters. For hard disks, ensure that archive
entries are saved to a removable media (CD or DVD). After entries have been
saved to a removable media, the hard disk must be periodically purged of old
entries to provide space for new entries.

*  Formatting and initializing archive media - The archive media must be
formatted and initialized before data can be stored on it. For MO drives, use the
Windows disk formatting tool to format each new platter before initializing it.
Select the NTFS format. Both sides of the platter need to be formatted. For
timed archiving, the media are re-initialized automatically as long as the device
behavior is set to either Wrap When Full or Advance When Full. For manual
archiving, manually initialize the media.

e Publishing archive volumes for access by external applications - Archive
volumes can be published to let client applications such as DataDirect access
the archived data.

User Interface

The user interface for runtime archive operations is supported by four basic
displays: The archive device aspect-main view, archive volume aspect main view,
and archive group aspect. The functions that each aspect supports, and general
operating instructions are described in User Interface for Managing Archive Data.

Archive Operations
Basic archive operations are organized into four categories:

*  Maintaining Archive Media describes:
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—  Removing/Replacing Platters

—  Activating/Deactivating an Archive Device
— Remounting a Volume

— Initializing an Archive Volume

—  Copying Volumes

—  Overriding Volume Backup

Archiving Logs Manually describes how to perform ad-hoc archive operations
for archive groups, or selected logs.

Verifying Archive Data describes how to verify electronic signatures on an
archive volume to determine whether or not the volume has been altered
without authorization.

Making Archived Data Available to Client Applications describes how to
publish volumes from the archive media.

User Interface for Managing Archive Data

The user interface for runtime archive operations is supported by four basic
displays:

The archive device aspect - main view - provides device- and volume-level
information for an archive device. It supports remounting and initialization of
volumes, as well as publishing and un-publishing of volumes. The archive
volume aspect of a selected volume can also be opened from this view.

The archive volume aspect provides detailed information for a volume. This
includes a listing of the archive entries currently stored within the volume, and
a listing of the items (logs and/or aspect objects) within a selected entry. This
view also supports initialization of volumes, as well as publishing and un-
publishing of volumes.

The archive group aspect lists all archive groups configured in the system. It
supports manual archiving on an archive group basis. Archive group
configurations may be added, deleted, and modified from this view.
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User Interface for Managing Archive Data

Archive Device Aspect

The Archive Device aspect has two views. The config view is used to configure the
archive device. The main view, Figure 61, provides a user interface for managing
the archive volumes on the archive device. This view provides device- and volume
level information for an archive device. It supports remounting and initialization of
volumes, as well as publishing and unpublishing of volumes. The archive volume
aspect of a selected volume can also be opened from this view.

The aspect view is displayed by selecting the archive device aspect in the archive
device object’s aspect list. Toggle between the config and main views by right
clicking the aspect and choosing config view or main view from the context menu.
The view selector icon, Figure 61, is used to display the selected view in a separate

window.
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Figure 61. Archive Device Aspect - Main View

The functions supported by this aspect are listed in Supported Functions.

The information provided on this aspect is described in Archive Device Information.
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Supported Functions.

The archive functions supported by this aspect are described in Table 8. These
functions are available through the context menu and Actions button as shown in
Figure 62.

Table 8. Archive Functions Supported by the Archive Device Aspect - Main View

Function Description
Opening an Archive Volume from the Alternative to accessing a volume
Archive Device Aspect. directly from the browser. To do this,

select the volume, then right click

and choose Open from the context
menu. This opens the aspect in a
separate window.

Remounting a Volume Volumes should be remounted prior to
initializing. Also, remount a volume to

refresh the volume information on the

archive device aspect.

Initializing an Archive Volume Each new archive volume must be
initialized prior to archiving data on it.
For scheduled archives, volumes are
automatically initialized if the device
behavior is set to Advance When Full or
Wrap When Full. For manual archives,
the volume must be manually initialized.

Archiving Logs Manually Alternative to scheduled archives.

Mark Volume Full Marks a volume full to prevent any
additional timed archives from writing to
the volume.

Publishing an Archive Volume Recommended method for making
archived numeric data available for data
access.
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Table 8. Archive Functions Supported by the Archive Device Aspect - Main View (Continued)

Function Description

Overriding Volume Backup There are certain situations when a
volume may need to be marked as
backed up, even though the volume has
not been backed up.

Activating/Deactivating an Archive Device |Device must be active to perform
archive operations. MO devices must be
deactivated to change platters.

Showing Volume Information

JJO @~ | ARchDev 1:Archive Device =% & ea - -
Acti Device Name Device State Active Volume
ctions .
Actions ARchDev1 Idle 1
Button — I I I I
I”'hél'ze"' J State | Usage | First Archive Time | Last Archive Time
Publish Valid 12Mb 5/17/2010 12:01:3...  6/15/2010 3:48:48 PM
OR Unpublish Valid 184 Bytes
Remount Valid 184 Bytes
Context/ Mark Volume Full
Menu Gyerride Valume Backup

Achivate
Deactivate

Open...
Yolume Info...

Help...

Figure 62. Commands Available on the Archive Device Aspect

Archive Device Information.

The device and volume information provided in this aspect is described in Table 9.

Table 9. Archive Device Aspect Main View

Field Description

Device Name |Name assigned to archive device when the device was configured.

Device State |Current state of the device: Idle or Active.
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Table 9. Archive Device Aspect Main View (Continued)

Field Description

Active Volume | Indicates which volume is currently active.

Volume Indicates the Volume number (Volume Index).

Volume ID For scheduled archive, the volume ID is auto-generated based on
the configured Next label and Volume Format attributes. For manual
archive, the volume ID must be specified in the Initialize Volume

dialog.
(Volume) Indicates the state of the volume. Possible states are:
State VALID If the media is initialized and has space for archiving

additional information includes: Fully Published or Partially Published
and if the media is from HPUX, HP-UX will be shown.
NOT_INIT Not initialized but configured in the device, or corrupt

FULL When archive is unable to archive in this volume due to not
enough.

space, then media becomes FULL.
NO_MEDIA There is no media present in this slot

Timeout Overwrite timeout for this volume as specified when the volume was
initialized. This specifies the delay between the time when the volume
becomes full and the time when the volume can be re initialized

(overwritten).

Usage Indicates the amount of space that is currently occupied on this
volume.

Init Time Time when the volume was initialized.

Last Archive | Time when the last archive entry was written to this volume/
Time

Archive Volume Aspect

The Archive Volume aspect provides a user interface for managing an archive
volume and provides detailed information for the volume. This includes a listing of
the archive entries currently stored within the volume, and a listing of the logs
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within a selected entry. This view also supports initialization of volumes, as well as
publishing and unpublishing of volumes.

Archive Volume objects are located under their respective archive device object
which is typically under an Industrial IT Archive service provider object in the Node
Administration structure.

The aspect view is displayed by selecting the archive volume aspect in the aspect
list. This aspect is organized in three parts. The top section provides information for
the selected volume. The middle section lists the entries currently stored on this
volume. When an entry is selected in the middle section, the logs that were archived
for the selected entry are shown in the bottom section.

The functions supported by this aspect are listed in Supported Functions.

The information provided on this aspect is described in Archive Volume Aspect
Information.

Supported Functions. The archive functions supported by this aspect are
described in Table 10.

Table 10. Archive Functions for Archive Volume Aspect

Field Description
Initializing an Archive Each new archive volume must be initialized
Volume prior to archiving data on it. For scheduled

archives, volumes are automatically initialized if
the device behavior is set to Advance When
Full or Wrap When Full. For manual archives,
the volume must be manually initialized.

Publishing an Archive Method for making archived numeric and

Volume message data available for data access.

Showing Platform Provides access to aspects of the selected

Information object(s), for example, the Log Configuration
aspect.
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Table 10. Archive Functions for Archive Volume Aspect (Continued)

Field Description

Verifying Signatures for |Used to verify electronic signatures on a
a Volume volume to determine whether or not the
contents of the volume have been altered

without authorization.

Showing Signature Used to view the signature information for a
Information for a Volume |volume.

Copying Volumes Used to manually back up archive volumes

All functions are through the Actions button that is available in the aspect view of
Archive Volume Aspect.

Archive Volume Aspect Information. The information provided on this aspect is
organized in three parts. The top section provides information for the selected
volume, Table 11. The middle section lists the entries currently stored on this
volume, Table 12. When an entry is selected in the middle section, the logs that
were archived for the selected entry are shown in the bottom section, Table 13.

Table 11. Volume Information - Top Section

Field Description

Volume ID For scheduled archive, the volume ID is auto-
generated based on the configured Next label and
Volume Format attributes. For manual archive, the
volume ID must be specified in the Initialize Volume

dialog.
Volume Label Optional descriptor to further identify the volume.
Volume State Indicates the volume state. Possible states are:

No Media, Not Initialized, Valid, and Full

additional information for Valid includes:

Fully Published or Partially Published

and if the media is from HPUX, HP-UX will be shown.
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Table 11. Volume Information - Top Section (Continued)

Field

Description

Archive Entries

Number of occasions when data have been archived
to this volume (number of archive entries written to the
volume).

Data Mbytes Used

Amount of log data in megabytes stored on the
volume.

Directory Mbytes
Used

Amount of data in megabytes stored on the volume.

Total Mbytes Media

Total amount of data (log data and directory data
combined) in megabytes stored on the volume. If the
total for Data and Directory combined exceeds 4
gigabytes, this number is the quantity in excess of 4
gigabytes.

Table 12. Entry Information - Middle Section

Field

Description

Index

Sequential number

Type

How archive was initiated - Scheduled or Manual

Archive Time

When the archive entry occurred.

Logs

Number of logs that were archived for this entry.

Archive Group

Archive Group through which this entry was archived.

Description

Optional description given to this entry (either through
manual archive dialog, or archive action plug-in when
scheduled).
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Table 13. Log Information for Selected Entry - Bottom Section

Field Description
Index Sequential number.
Type Numeric as specified in the archive group.
Start Time Start time for archived data.
End Time End time for archived data.
Entries Number of log entries archived for this log.
Log Name Log name.

Archive Group Aspect

The Archive Group aspect lists all archive groups configured in the system,
Figure 63. Typically, only one such aspect is required; however, additional archive
group aspects may be created for organizational purposes. This aspect is used to

perform manual archives on a group basis. This is described in Manual Archiving
for Archive Groups. In addition, archive group configurations may be added,
deleted, and modified.

The upper pane in this aspect indicates the following for each group: name, state,
service group, number of items (logs) in the group, and description. When an
archive group is selected, a list of the entries assigned to the selected group is
displayed in the lower pane.

For each entry, the lower pane indicates the entry type. If the entry was added
through the Add Group Entry function on the Archive Group aspect, the type will be
indicated as numeric. Also the selected root object will be indicated in the details
column. If the entry was added by entering the Archive group name on a log
configuration template (Property log), the type will be indicated as Ref By Name,
and the number of logs referenced by name for that group will be indicated in the

Details column.
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Further details related to archive group entries are accessible through the List Group
Items function.

=10l x|
=] vch-da-_::.-‘au'-:Iﬂ'.'e Group ;I.’c'j o i [ - - |
Actions | Archive Groups
Name | state | ServiceGroup | Item Count | Description
S Init BATCHA Archive 300

Actions | Archive Group Entries

| Type | Detais [
Mumeric Log Root Object: [Control Structure]Root/Control Network_CS3A0/Galaxy/Applic. ..
Mumeric Log

Mumeric Log

Root Object: [Control Structure]Root/Control Network_CS3A0/Galaxy/Applic. ..
Root Object: [Control Structure]Root/Control Network_CS3A0/Galaxy/Applic. ..

Cancel Apply

Help

Figure 63. Archive Group Aspect

The functions supported by this aspect are described in Supported Functions.
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Supported Functions. The runtime functions supported by this aspect are

described in Table 14. All functions are available through the Action button and
context menu as shown in Figure 64.

Table 14. Functions Supported by Archive Group Aspect

Field Description
Archiving Logs An alternative to scheduled archiving.
Manually

Resetting the Last | If needed, reset the last archive time to cause the
Archive Time for next archive operation to go back farther in time, for
an Archive Group |example to account for a failed archive, or skip
ahead to a later time.

List Group ltems Used to determine the exact content of an archive
group (items contained within the archive entries).

ls Today : Archive Group 10l =|
J_| [~ R | Today:Archive Group =% e - |_
Actions | Archive Groups |
MName | State | Service Group | Item Count | Description |
Init BATCHA Archive 300

Modify Group I
Mew Group
Delete Group
Mew Entry

List Group Items...
Rescan Group
Manual Archive...

Actions | Archive Group Entries Reset Last Archive Time...
Type | Details |
Mumeric Log Root Object: [Control Structure]Root/Control Network_CS3A0/Galaxy/Applic. ..
Mumeric Log Root Object: [Control Structure]Root/Control Network_CS3A0/Galaxy/Applic. ..
Mumeric Log Root Object: [Control Structure]Root/Control Network_CS3A0/Galaxy/Applic. ..
Cancel | Apply Help |

Figure 64. Archive Group Aspect Context Menu
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Maintaining Archive Media

The media where archive data is written will eventually become full and need to be
replaced or erased to make room for new archive data. When an archive device is
configured, consider generating an alarm message when the media is approaching
full capacity. Use a desktop application, such as DataDirect, to read these messages
periodically to check the status of the archive media.

MO Media

For MO archive media, the platter must be removed and replaced when it becomes
full. The new platter must then be initialized. Refer to:

*  Removing/Replacing Platters

* Initializing an Archive Volume

Hard Disk Media

When archiving to a hard disk, it is strongly recommended that an archive backup
function be configured. With archive backup, when a volume becomes full, the
contents are written to an ISO Image file at a specified location. These files can then
be burned onto CD ROM or DVD media for permanent storage. Rather than write
ISO image files, specify that a backup copy of the archive be created at the specified
location. Both an ISO image and a shadow copy can be created. Once the entries
have been saved to a removable media, the hard disk must be periodically purged of
old entries to provide space for new entries.

Other Maintenance Operations

This section also covers:

*  Activating/Deactivating an Archive Device
*  Remounting a Volume

e Copying Volumes

*  Overriding Volume Backup
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Removing/Replacing Platters

If MO media is being used for archiving, the platter in the MO drive must be
changed periodically as the platter is filled. To remove the platter, first deactivate the
device as described in Activating/Deactivating an Archive Device. If the platter still
cannot be removed, power down the MO drive, then power it up and remove the
platter. Once the platter is replaced, use the Windows disk formatting tool to format
the new platter. This is illustrated in Figure 65. Select the NTFS file system. This
procedure must be done for both sides of the platter.

FUILET s Capacity:

(& Deskioe 2,40 GB
@ My Documents I j
=48 My Computer File system

é‘ 3% Floppy (A1) INTFS j

= Local Disk {C:)
= GHOST (D) Allocation unit size

5} Compact Disc (E:) 2045 bytes =
= Mew Yolume (Fi)

Volume: label
E;:I:me I Data|
Search... Format options
£ Sican far Viruses I~ Cuick Format
2 Sharing... [~ Enable Compression
Add ko Zj
o2 F d
Farmat. .. |
Eject
1 1

Figure 65. Using the Windows Disk Formatting Tool Option

Activating/Deactivating an Archive Device

The device must be active in order to archive data to, or restore data from the device.
When the archive media is MO Drive, the corresponding archive device must be
deactivated to remove and replace a platter. To activate/deactivate an archive device,
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go to the Archive Device aspect main view, click Actions and choose Activate or
Deactivate as shown in Figure 66.

JJ'\) @ - |ArchDev20nAD:Archive Device ;I _’c’, ’(? - .

Device Mame Device State Active Yolume

| Archbevzonan | Disabled J1
Initi‘.alize... State | Usage | First Archive Time Last Archive Time
RUBisty it a5 M Ock 07 2003 14:52:16  Oct 07 2003 15:35:55
Unpublish Mot Init O bytes
Remount Mok Init 0 bytes
Cyerride Valume Backup

Activate

Deactivate

Figure 66. Activating an Archive Device

Remounting a Volume

Volumes should be remounted prior to initializing. A volume may also be
remounted to refresh the volume information on the archive device aspect.
Remounting is performed through the archive device aspect. To remount a volume,
select the volume on the archive device aspect, right click and choose Remount from
the context menu as shown in Figure 67.

]O @ - |ArchDev20nAD:Archive Device ;I _’c’, ﬁ - -

1 Device Mame Device State Active Yolume
gét?f:stgﬁtton' Actions | IArchDevZOnAD IDisabIed I 1
Wolume | (8] State | Usage | First Archive Time Last Archive Time
070ck03 0001 Sl bl 6 Ok 07
z ) Mat Init 0 bytes Tnitialize. ..
3 Mat Init 0 bytes Publish
Unpublish

Override Volume Backup

Figure 67. Remounting a Volume

Initializing an Archive Volume

Each new archive volume must be initialized prior to archiving data on it. For
scheduled archives, volumes are automatically initialized if the device behavior is
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set to Advance When Full or Wrap When Full. For manual archives, the volume
must be manually initialized.

O

For MO drives, before the archive volume is initialized, make sure the media has
been formatted as described in Removing/Replacing Platters on page 110 .

Initialization of archive volumes may be done using the archive device aspect for the
archive device whose volume needs to be initialized, or the archive volume aspect

may be used.

To initialize a volume:

1. Install the archive media in the disk drive.

2. Navigate to and select either the archive device aspect whose volume is being
initialized, or select the applicable archive volume aspect.

3. If the archive volume aspect is being used, invoke the Initialize command from
the Action button or context menu as shown in Figure 68, then skip steps 4 and
5 which pertain only when using the archive device aspect. Resume the
procedure at Step 6.

JJO = R4 |Archive wolume 1:Archive Yolume Asp = | .’c'j Py -

-

Yaolume 10

Data ME Used

Archive Entries

| 070ct03_ooo1

Yaolurme Label

ES
Directory ME Used

E
Total ME Media

Yolume State

|o

E3

| nie

Yolume Infao...

Restore Archive
Restore Loags

Blatfatm Infa...

Signature Info...
Werify Signatures...

Publish
't Unpublish

ar Waliirne

e Time: Logs | Archive Group Descripkion
7 20035 14:52:16 1 Misc

7 2003 14:52:39 1 Misc

72003 15:35:55 1 x

Time | End Time Entries Log Mare:

Figure 68. Initializing a Volume From the Archive Volume Aspect
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4. If the archive device aspect is being used, select and remount the volume. This

is not required when using the archive volume aspect.

Always remount a volume BEFORE initializing it from the archive device aspect.
The information in the archive device aspect is not automatically updated when a
new archive media is inserted, and so may not accurately indicate the current
Contents of the archive device. Remounting the volume will ensure that the selected
volume is actually installed in the archive device. To do this, select the volume, right
click and choose Remount from the context menu (Remounting a Volume on page
112).

5. If the archive device aspect is being used, once the volume has been

remounted, re-select the volume, right click and choose Initialize from the
context menu as shown in Figure 69.

JJO = R |ArchDev20nAD:Archive Device -~ .’c'j Jp -

-

Device Mame Device State Active Yolume
Actions | IArchDevZOnAD IDisabIed I 1
Wolume | (8] State | Usage | First Archive Time Last Archive Time

5 aly  Ock 07 20 5135155

Mot Inik 0 bytes Initialize. ..

Mot Inik 0 bytes Publish
Unpublish
Remount

Figure 69. Initializing the Selected Volume

6. Whether the archive volume aspect or the archive device aspect is being used,

invoking the Initialize command displays the Initialize Volume dialog as shown
in Figure 70.

Initialize Yolume

Wolume ID Wolume ID Evaluated

| secdobry_ e | 1410l03_0009

Label Overwrite Timeouk

| TIMED ARCHIVE vOLUME #5 |1 jpays 7|

Figure 70. Initialize Archive Media Window
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The Volume ID and Overwrite Timeout default to the values specified for all
volumes on the archive device config view. Use this dialog to change these values if
necessary. As an option, enter a Volume Label. For further details regarding these
initialization parameters refer to Table 15.

Table 15. Initializing Archive Media

Field Description

Overwrite Timeout This defaults to the Overwrite Timeout as configured in the Archive
Device aspect’s config view. The Overwrite Timeout specifies the
delay between the time when a media becomes full and the time
when the media can be re-initialized

(overwritten).

Set this to the duration for which the data must be preserved. For
example, if data must be preserved for one year, set the Overwrite
Timeout to 365 days. This means 365 days after the LAST data
has been written to the media, the media

can be automatically initialized by archival if the media is in the
drive. Select a unit (Days, Hours, Minutes, Seconds), and then
specify the number of units, for example: 365 Days.

The Overwrite Timeout is stored on the media, so removing the
media from the drive for a period of time and then replacing it will
not affect the Overwrite Timeout.

Volume ID This is a name assigned to this specific volume. The format was
specified when the archive device was configured.

Volume ID Evaluated When a formatted string is entered in the Volume ID field, the
format characters are replaced with corresponding values in this
field. The # signs will be replaced by the configured next label
when the media is actually initialized.

Volume Label This is an optional descriptor to further identify the media.

7. Click OK to initialize the media. If the initialization parameters are specified
correctly, a message indicating the initialization was successful appears in the
message box, and the Volume State will go to Valid as shown in Figure 71. If
one or more parameters were defined incorrectly, an error message appears. If
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the Overwrite Timeout has not expired on the media being initialized, then
verify whether or not to overwrite it.

Wolume | (3] | State | Usage First Archive Time Last Archive Time
1 06Jun03_0001 Media ... 184 bytes
2 Media ... 0Obytes
3 Media ... 0Obytes
4 Media ... 0Obytes
5 Media ... 0Obytes
& Media ... 0Obytes
7 Media ... 0Obytes
g Media ... 0Obytes
| Skatus | Command
SNrrReS Tritialize Walime: 1

Figure 71. Initialize Successful Volume

Copying Volumes

Archive devices can be configured to automatically create shadow copies and/or
ISO images of archive volumes when those volumes become full. The Copy Volume
function is used to perform these functions on-demand. This function is available on
the Archive Volume aspect. Click the Action button and choose Copy Volume.
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This displays the Copy Volume dialog, Figure 72. Use this dialog to specify the
copy volume parameters as described in Table 16. Click OK when done.

Copy Yolume

Source Yolume ID
| 078ug03_oo1s

Destination Yolume IT
| 07ug03_o016

Destination Path
I [\ Tempiarchives

Destination Wolume Label Overwrite Timeouk
| TIMED ARCHIVE YOLUME #1¢ |1 [pinutes  ~|

Destination Quota (ME}
Jo to | 199 | 650

Include Archives:

Temporary Storage Path

¥ Make 150 Image

[~ Do Mot Yerify Signatures

¥ Preserve Initialization Time

[ o 1|

[~ Owverwrite Destination

Cancel

Figure 72. Copy Volume Dialog

Table 16. Copy Volume Specification

Field

Description

Source Volume ID

Automatically filled in based on the volume whose aspect is
selected.

Destination Volume ID

Enter the Volume ID for the new copy. This is typically the same as
the Source Volume ID.

Destination Path

Enter the full path to the location (drive\folder\folder...) where the
copy will be created.

Destination Volume
Label

Used to specify a new volume label. The default is to use the label
of the volume being copied.

Overwrite Timeout

Used to specify a new overwrite timeout. The default is to use the
overwrite timeout of the volume being copied.

Include Archives

Used to specify the range of archive entries to copy.
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Table 16. Copy Volume Specification (Continued)

Field Description

Destination Quota Used to specify a new quota. The default is to use the quota of
the volume being copied. The value is entered in megabytes (MB).

Temporary Storage path

Overwrite Destination This check box is used to specify whether or not to overwrite the
current contents of the specified destination. Checking this box will
allow the contents of the destination directory to be overwritten.

Create I1ISO Image Checking this check box will create an ISO Image in addition to
the shadow copy in the specified destination.

Do Not Verify Used to specify whether or not to verify signatures. If signatures

Signatures are verified, the volume will not be copied if signatures are not
verified.

Preserve Init Time This check box is used to specify whether or not to preserve the
initialization time stamp. Checking this box will preserve the time
stamp.

Overriding Volume Backup

When archive backup is configured, volumes are marked as backed up whenever a
volume backup is successful. This indicates that the volume may be overwritten.
The archive service will not overwrite any volume that is not marked as backed up.

This function is used to mark a volume as backed up, whether or not the volume
actually has been backed up.

To override a volume backup, go to the Archive Device aspect main view, click
Actions and choose Override Volume Backup. This displays a warning message.
Click Yes to continue or No (or Cancel) to cancel.

Archiving Logs Manually

Typically, archiving is configured to occur periodically according to schedules
configured through the Application Scheduler. A manual (on-demand) archive may
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also be performed. For manual archives, if the specified time range has no samples,
no data will be archived. Perform the following method to perform manual archive:

*  Perform a manual archive of an archive group. This functionality is supported
by the Archive Group aspect.

Manual Archiving for Archive Groups

This procedure is done using the archive group aspect. This aspect provides a list of
all archive groups configured within the system. Other functions supported by this
aspect that may be useful for archiving on a group basis are:

*  List Group Items
*  Resetting the Last Archive Time for an Archive Group
To perform a manual archive of an archive group:

1. Select the Archive Group whose entries are to be manually archived, then
right click and choose Manual Archive from the context menu as shown in
Figure 73.

[
{44 Today : Archive Group 10l =|
I J_| Q - |':-:é-_::ir':-* ve Group ;I 5 ﬁ (=1} - |
|
] Actions | Archive Groups
MName | State | Service Group | Item Count | Description
BATCHA Archive 300

Modify Group

Mew Group

Delete Group

Mew Entry

List Group Items...
Rescan Group

i Manual Archive...

Actions | Archive Group Entries Reset Last Archive Time...
Type | Details |
Mumeric Log Root Object: [Control Structure]Root/Control Network_CS3A0/Galaxy/Applic. ..
Mumeric Log Root Object: [Control Structure]Root/Control Network_CS3A0/Galaxy/Applic. ..
Mumeric Log Root Object: [Control Structure]Root/Control Network_CS3A0/Galaxy/Applic. ..
Cancel Apply Help

Figure 73. Selecting the Archive Group
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This displays the Manual Archive dialog as shown in Figure 74.

Manual Archive
Device Valurme
|archDevionan = |1 |
[V Start Time

| 71ziz003 | 4ammsem =
v End Time
| 71ziz003 | eammsm =

Description

Figure 74. Manual Archive Dialog

2. Specify the manual archive settings as described in Table 17.

Table 17. Manual Archive Settings

Parameter Description
Device Archive device to process the archive entry.
Volume Volume on selected archive device where archive

entry will be written.

Start and End Time span for data to be archived.
Times
Description Optional description to label the archive entry

Making Archived Data Available to Client Applications

Publish the archived data in order to view the same in an external application such
as DataDirect.

Publishing an Archive Volume

The contents of one or more archive volumes can be published to let client
applications such as DataDirect access the archived data.
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Publishing reads the information needed to locate the archive entries from the
archive volume and copies the information to media database files located in the
directory pointed to by the HS_TMP environment variable. When a request for
published archive data occurs, History uses this media database to find the requested
data.

The contents of a complete volume, or even multiple volumes can be published in
relatively few steps.

ﬂ The media database files require a certain amount of free disk space on the hard
drive. Un-publish any volumes that are not being accessed on a regular basis to
limit the size of the media database.

This procedure may be performed through either an archive device aspect,
Figure 75, or an archive volume aspect, Figure 76.

Archive device aspects are typically located in the Node Administration structure,
under the Industrial IT Archive container for a selected node as shown in Figure 75.
Select the volume to be published, then right-click and choose Publish from the
context menu.
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Archive volume aspects are typically located in the Node Administration structure,
under their respective archive device aspects. When using an archive volume aspect,
the Publish command is available through the Action button, Figure 76.

|O == I.ﬁ.rchDEVEOn.ﬁ.D:.ﬁ.rchive Device -] __‘!-'j yes - -

Device Mame Device Stakte Active Yolume
Actions | Iﬁ.rchDevZOn.ﬁ.D IDisaI:uIeu:I I 1
Walume | 10 Skate | |lzage | First Archive Time | Last Archive Time

07Ockds 0001

T — - i s Ok 07 2003 15:35:
Z " ok Init 0 bytes Initialize. ..
Unpublish
Rermaunt

Crverride Wolume Backup

Ackivate
[Deackivate

Skakus Command Open. ..
¥olume Info...

Figure 75. Publishing a Volume from the Archive Device Aspect

Completion of the publish operation is indicated by a Success message in the status
window as shown in Figure 77.

ﬂ Archive entries written to the volume after publishing will not be in the media
database. Access to this data would require the volume to be unpublished and
then republished.
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At this point the archive data are available for client applications.

lq Archive Volume 1 : Archive Volume Aspect 10l =|
J_| = R |A|‘chi'-.-'e Volume 1:Archive Volume Asf=] .’c'j o i [ - - |
Vulume ID Dalg MB Used Archive Enlries
| 192ul12_ooo1 Jo |2
Volume Label Directory MB Used Total MB Media
| |4 |4
Volume State
| valid, Fully Published
Volume Info... ve Time [ Logs | archive Group [ Description Set Filter
Remount 2012 8:04:24... 0 Friday01
. 20128:08:22... 100 sTT TRl |
Restore Atchive
Restore Logs
Blatfatm Infa...
Signature Info...
Verify Signatures...
| |
- Initialize...
| T Time | End Time | Entries Log Mame Set Filker |
]
| Unpublish Reset Filter |
d Copy Volume...
Help...
| | i

Figure 76. Publishing from the Archive Volume Aspect
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luq History64 : Archive Device 10l =|
J_| @ - I—S:C-"-."-’:—': Archive Device ;I 5 ﬁ (=1 -
Device Name Device State Active Volume
Actions | | Historyg4 | 1dle |2
Volume | D | State | Usage | First Archive Time | Last Archive Time
1 197ul12_0001 valid, F... 49Mb 7/20/2012 8:04:24 ...  7/20/2012 5:08:22

2 201ul12_0006 valid, F... 156 Kb 7(20/20129:26:28 .., 7/20/2012 9:26:28

247ul12 0003 134 Bytes

4] | ©
Status | Command
Success Publish Volume: 1

Figure 77. Success Message

Accessing Published Logs

Published logs can be accessed by external applications such as DataDirect as easily
as runtime logs. The only difference is that the full log name must be used, and the -
r suffix must be used in place of the -o suffix to distinguish between original
(runtime) and published logs.

Un-publishing a Volume

The media database files are pre-allocated to a certain size. When there is not
enough room in the files to publish another volume, the files will increase in size.
Un-publishing a volume makes the file space used by that volume available for other
volumes to be published in the future. Therefore, unpublish a volume when it is
finished. To do this:

1. Select the volume as described in Publishing an Archive Volume.
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2. Right-click and choose Unpublish Volume from the context menu.

ﬂ Unpublishing a volume does not decrease the size of the media database files. To
recover disk space, these files may be deleted. The files are located in the
directory pointed to by the HS_TMP environment variable. Unpublish all
published volumes before deleting the media database files.

Device Name Device State Active Volume
Artions | I MIArchiveDey Idle 1
Volume | D | State | Usage | First Archive Time | Last Archive Time
1 08Juni0 0001 Valid, Fully Published 06/09/2010 1:44:38 PM 06/10/2010 1:44:3...
Z 03Jun10_0002 Valid 184 Bytes Iritiglize. ..
3 08Jun10_0003 '\-'al?d 154 Bytes Publish
4 03Jun10_0004 alid 184 Bytes oY
5 083un10_0005 Vel 184Bytes
Remount
Mark Volume Full
Cyerride Yolume Backup
Ackivate
Deactivate
Open...
Yolume Info...
Help...
_Status | command
Success Publish Volume: 1

Figure 78. Unpublishing a Volume
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Introduction

This section details the procedure for changing the IP Address of History Embedded
Data Collector Node and History Server.

History Embedded Data Collector Nodes

The detection of the change in IP Address in DCN is automatic.

In case of DCN node containing multiple IP Addresses, the primary one that is used
by the IP stack for History Server communication is used.

Steps to be performed on History Embedded Data Collector Nodes:
1. Change the IP Address of the DCN.

2. If NAT (Network Address Translation) is applied in router between DCN and
History Server, follow Step a else continue with Step 3.

When NAT is applied in the router between the DCN and History Server, the
applicable IP address to be used for connecting to the DCN from History
Server should be defined by using a configuration parameter
P_MYIPFORMAIN. This parameter needs to be defined manually:

a. In DCN computer, go to Start > Run and type notepad
% app_root % \setup\app_query_configuration_getparameter_ P_MYI
PFORMAIN.bat.

b. Click Yes to create a new file.
c. Type the following in the opened file:
@echo "P_MYIPFORMAIN=IP_Address_of DCN"
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In IP_Address_of_DCN enter the new IP Address of DCN.
For example,
@echo "P_MYIPFORMAIN=192.168.0.1"
d. Save and close the document.
3. Activate the Post-Install script:

a. Open windows service control manager from Control Panel > Systems
and Security > Administrative Tools > Services.

b.  Navigate to RTDB-Scheduler X:\RTDBData Service (where X is the
database drive name).

c. Right-click and select Restart to restart the RTDB-Scheduler service.
Verification:

1. After performing above the steps, open Vtrin GUI. Navigate to Maintenance
> Basic > Database Nodes.

2. The Database Nodes entry in both DCN and in the History Server should
contain the updated IP address for the DCN.

3. The latest diagnostic log file in DCN:

% app_datapath %\diag\APP_PostInstall_Hierarchical CpmPlusKM_yyyy
-mm-dd.log should contain an entry:

INFO: telling MAIN my new IP address "xxx", old was "xxx"

ﬂ The Post-Install script in History Server side is activated automatically. It will use
the new IP address information of DCN, and configures the necessary files and
automatically restarts the corresponding services.

800xA History Server

Since the IP address of History Server must be given during DCN setup phase, the
situation when the IP address of History Server changes requires operation in all
DCN nodes.

For Standalone History Server, perform the following steps:
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1. Change the IP Address of the History Server.
2. Perform the following steps in all the DCNs connected to the History Server:
a. Change the IP Address setup parameter in setup configuration file:

—  Go to Start > Run and type notepad
% app_root % \setup\setup_answers.bat. Press Enter.

—  Modify ANS_P_MAINSERVERIP parameter value to new I[P Address
of History Server.

—  Save and Exit the file.
b. Activate the Post-Install script:

—  Open windows service control manager from Control Panel > Systems
and Security > Administrative Tools > Services.

—  Navigate to RTDB-Scheduler X:\RTDBData Service (where X is the
database drive name).

— Right-click and select Restart to restart the RTDB-Scheduler service.
Verification:

1. After performing above steps, open Vtrin GUI. Navigate to Maintenance >
Basics >> Database Nodes.

2. The Database Nodes entry in all DCN should contain the updated IP address
for the History Server.

The IP Address of History Server that resides in the Database Nodes table of the

ﬂ History Server computer itself is not needed for any purposes. So if you find that
the IP Address of History Server in History Server Database Nodes table is not
updated, please ignore it.

The Post-Install script in History Server side is activated automatically. It will use
the new IP address information, and configures the necessary files and
automatically restarts the corresponding services.

For High-Availability History Servers, perform the following steps:
1. Stop RTDB Services on Replica Node of HA History Servers.
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2. Stop RTDB Services on First node of HA Servers. Before stopping RTDB
Services on First node, make sure that all the RTDB Services on Replica Node
are stopped.

3. Perform this step if the IP address of network adapters is being changed.

a.

Open Network Load Balancing Manager. Make note of Common Name
(Full Internet Name) and Common IP (Cluster IP). Use Menu options and
Delete Hosts and cluster on both HA Servers.

Change the IP Address of the network adapters on both HA Servers that
are configured with NLB.

ﬂ If the HA History Servers are in Domain Environment, then make sure to re-
register the History Server(s) at Domain.

C.

Reconfigure NLB with the same Common Name and Common IP that
previously existed before changing the IP Address, on both HA History
Servers. Refer to Appendix B Network Load Balancing (NLB) of
2PAA107280-200 800xA History Installation manual for more details.

4.  Perform this step if Common IP (Cluster IP) is being changed.

a.

Open NLB Manager and update the Common IP.

5. Restart the HA Servers. Restart the First node first and then Replica node.

6. Open Vrin Ul and verify that changed IPs are updated in Maintenance >
Basics > DatabaseNodes.

ﬂ The changed cluster IP may not get updated in DatabaseNodes table. This can be
ignored.

7. If the Common IP is changed, then perform the following steps in all Data
Collectors:

a.

Open Setup_Answers file by running the following command in Start >
Run dialog.

notepad " % app_root % \setup\setup_answers.bat''
setup_answers opens. Modify the rows:
SET "ANS_P_MAINSERVERIP=<OldNLBCommonIP>"

to
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SET "ANS_P_MAINSERVERIP=<newNLBCommonIP>"
c. Save and close the file.

d. Open Command Prompt and run the following command to update
DatabaseNodes table.

"% app_root % \config\featureinstal N APP_TimedTask_Hierarchical CpmPlusK
M_activate_after.bat"

Change of Consistency Controller Network IP

Perform the following steps to change the IP address of Consistency Controller
Network (CCN). These steps are applicable for High-Availability (HA) History
Server configurations only.

1. Stop RTDB Services on both HA Servers. Stop the Replica Node and then the
First Node.

2. Inboth the HA Servers, change the IP address of the network adapter that was
assigned for CCN.

3. On both History Servers, run the following in the command prompt:

% app_root %\setup\APP_Config_CC.bat

=+ Administrator: C:\Windows\system32\CMD.exe - D:\Application)setu

Figure 79. Command Prompt

The cmd editor shows the previous CCN IP and asks to provide the new CCN IP.
4. Type the new CCN IP and press Enter button.
The update of CCN IP completes and command prompt returns.

5. Restart the HA Servers in the order of First Node and Replica Node.
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6.  After restart, open Vtrin Ul and navigate to Maintenance > Basics > Service
Parameters (SimpleConfig).

7. Verify that the new CCN IP is updated for RTDB_ConsistencyController and
RTDB-CVMCServer of both HA Servers.
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File

Introduction

This section describes the basic usage of C# Calculations in History.

The intended audience is expected to have basic knowledge of Historian Software
and usage of Vtrin user interface. Also basic understanding of Microsoft C#
programming language and usage of Microsoft Visual Studio.

This section prepares you to create and execute simple calculations such as:

1.

2
3.
4

a + b = c using current history calculations
Calculate time averages from current history
Calculate moving averages

Create triggering conditions for results and spawn events once condition
criteria are met.

Development Environment

Before continuing, you should have the History installed and running on the
development machine.

After installing the product a folder named %APP_ROOT%\Calculations\ must be
present where, % APP_DATA% environment variable refers to, for example,
<DataBase Drive>:\Application folder depending on the installation parameters.
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Creating Simple Calculation

Installing RTDB-CalcScheduler

By default, RTDB-CalcScheduler is not installed with History. This is installed by
running the bat file:
%APP_ROOT%\Calculations\instalNAPP_Install_CalcScheduler _Calc.bat from
the command line.

A new service RTDB-CalcScheduler will be visible in the Windows services
(services.msc). The setup also installs the service to startup along with other RTDB
services. RTDB main service starts up the RTDB-CalcScheduler within a minute
and runs as a Windows service.

Creating Calculation Module and Task Definitions

Calculation tasks can be created by using Vtrin user interface or ODBC connection
and SQL scripts. Here both alternatives are presented as Vtrin, which is more
intuitive to use but SQL is suggested when a bulk load that can be automatized is
preferred. This also allows skipping phases by just running associated bat files.

To create calculation module, do the following:
1. Create a list of calculation task.

For example, in Figure 80, under User’s Definitions > Calculation examples
folder is created followed with Calculations tasks creation. When Calculation
tasks list is created, right click the actual list view to select the associated class
where the Vtrin loads the data.
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Figure 80. Calculation task properties

2. Click OK and press Ctrl+S to save the settings in the list view. This results in
the displaying the no calculation tasks as shown in Figure 81.
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Figure 81. Calculation tasks

3. Similarly, create list displays for Calculation Modules (Vtrin class
CalculationModule) and for Calculation task states (Vtrin class
CalculatioTaskState).

4. After creating the above displays, the tree structure appears as shown in
Figure 82.
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Figure 82. Calculation tasks, modules and task states created

To execute four simple calculations a Calculation Module that executes the
calculation and one Calculation Task must be created.

1. Select Calculation Modules list and select Edit > New.

2. Specify the name and assembly path. Calculation Modules appears as shown in

Figure 83.

For example,

—  Name - CalculationExamplel

— Assembly - %2APP_ROOT%\bin\APP_CalculationExample1.dll
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Figure 83. Calculation module configuration created

3. To create a new calculation task, do the following:
a. Select the newly Calculation Module and select Edit > New.

b.  Specify the properties. Refer Table 19.

Creating Test Variables

In order to run the calculations, certain test variables must be created. This is done
by using Vtrin user interface and Variable list view. For example, the following bat
file is executed to create consistent names.

Y%APP_ROOT%\Calculations\APP_CalculationExamples\APP_CalculationExampl
e\CreateTestVariables.bat
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The variable available in History and Vtrin can be used to monitor values as shown
in Figure 84.
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Figure 84. Calculation variables created for CalculationExamplel

Generating Base Class

To create calculations, base class must be generated. The generated base class is
then extended in actual calculation code. The base class makes it easy to refer the
currently existing variables and process history data. This results in easy calculation
program to develop and maintain.

The base class is generated by using RTDB_CalcGenerator. To generate the base
class run the following .bat file in the command line.

RTDB_CalcGenerator -b "%APP_DATAPATH%" -cb
"%APP_ROOT%\bin\RTDB_CalcBase.dll" -bs
"%APP_ROOT%\src\Calculations\RTDB_CalcBase.cs

The last parameter -bs (-baseclasssource) is optional and can be used to dump the
base class sources.
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Special Cases
Total variable count is >64000

The current NET CLR implementation allows only 65536 member fields per class
(1534 fields are reserved for other base class functionality). Hence there are only
64000 member fields available. So, it is required to define the Sections of Variables
to separate the variables in the different groups with total number of variables not
exceeding 64000 per group.

Variable Sections for Calculations

In case of high availability systems perform the following steps on one of the high
availability servers.

It is necessary to modify the definition in SimpleConfig for RTDB-Calculation
section.

Section: RTDB-Calculation
Key: UseVariableSections
Value(To be Modified):Non-Zero Value(By default it is '0")
1. To modify, do the following:
a. Open Vtrin user interface in one of the History Server.
b. Navigate to Maintenance > Basic > Service Parameters(SimpleConfig).
c. Click Edit tab and navigate to:
Section: RTDB-Calculation
Key: UseVariableSections

d. Click the Value field and enter any non-zero value as shown in Figure 85.

140 2PAA107563-600 B



Appendix B Calculation using C# Calculation File Variable Sections for Calculations

i tep:/127.0.0.1/HISTORY-RTDB - ¥trin

Database  Wiew  Window  Help
J@Back = Forward EIReFresh ||‘::-‘_ Tree |fﬁProperties |_=.|"|Print... = Full Seresn

lics Br % d’ Service Parameters (Simpleconﬁg)]
E[:] tep:#/127.0.0.1/HISTORY-RTDB [NET-Chent [RTDB-Drved] « || "o 0 s
- {57] Equipment Madel
[y OPC Events
.7 Yariables A1 Section AZ Key Yalue
. &0 I'\"'lessageLog EurstFilter Tirne SE00
- & Mainkenance | e
-] Basics 81 |Messagelog FlushInteryal 10
[ Variables gz |Messagelog MaxRows 20000
ﬁi Histories 33 |OnlineBackup disablecyclic 1
Tag Configurations g4 |onlineBackup disk_usage_limit_pcnt a5
g5 |RTDE FutureHistoryLengthInDays 3653.0
_ Database Nodes &6 |RTDB-Calculation CacheSize 1024
&l [ System Il &7 |RTDE-Calculation ChainedBaseClassSize 1000
[+~ /2 Companent Status = . . .
‘ g8 |RTDE-Calculation UselinearBaseClassChaining 1]
[+ Manuals - -
-4 Display Library UseariableSections 1
B+ ) Calculations AppTrace -1
- 1 Calculation Modules _lj 91 |RTDE-ConsistencyController BufferSize 16354
LI I 4 9z |RTDE-ConsistencyController CradOutFilkerLimit 1]

Figure 85. Service Parameters(SimpleConfig)

e. Click Revert tab and accept changes.

Define sections for Variable Tables. The idea is to define a section with Maximum
64000 or less Variables. Since the definition of the Section can be trivial, following
example explains how to generate variable sections.

Example 1: Defining sections on the basis of Variable Names:
praotstx "$APP_DSN%" -sgl "update variables set
section='System' where variablename like 'Sys_$%'"

Example 2: Defining Sections on the basis of Variable Id:
praotstx "$APP_DSN%" -sgl "update variables set
section="'System' where VariableId > 70000"

To check the number of variables for the defined section, run the following
command:

praotstx %app_dsn% -sgl "select count(*) from variables where
section like 'System'"
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1. After performing the above steps, generate the base class run (as single
command line):

RTDB_CalcGenerator -b "%APP_DATAPATH%" -cb
"%APP_ROOT%\bin\RTDB_CalcBase.dll" -bs
"%APP_ROOT%\src\Calculations\RTDB_CalcBase.cs"

Variables with Section other than empty string ("), will be presented in the
calculation class as sSectionName.vVariableName.

2. After running the command, the RTDB_CalcBase.dll must be available in the
folder "%APP_ROOT%\bin\.

Visual Studio 2012 templates for creating actual calculation modules are located in:
%APP_ROOT%\Calculations\APP_Calculations

APP_Calculations.sln can be taken as the starting point to create new calculation
modules. The examples are explained as follows to demonstrate simple calculations.
It is located int:

9%APP_ROOT%\Calculations\APP_CalculationExamples

Open the solution APP_CalculationExamples.sln by double clicking the solution
file.

Four different calculation scenarios are demonstrated:

1. Calculate a + b = c using current history calculation. Justify why calculations
are usually done using historical data and not using current values.

2. When temperature is continuously measured, calculate average temperature
over each day every Monday 01:00 for last week.

3. When temperature is continuously measured, calculate average temperature
over 5 days every night 01:00 (moving average).

4.  When temperature is continuously measured, calculate average temperature
every night 01:00 for every day. Once for five last days the average daily
temperature is below 10 C, create an event that "thermal autumn" has started.
This is a definition of "thermal autumn”.
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After this the process of demonstrating the behavior is accelerated by mapping
days to minutes. One day is actually one minute in the examples.

Calculating c=a+b every 10 seconds

This example demonstrates the calculation of sum of two values and writing the
result in a third variable. Variables used are:

*  MyCalcExCurHist_A
*  MyCalcExCurHist_B
*  MyCalcExCurHist_C

Figure 87 demonstrates the CalculationTask parameters that must be used to create
this calculation and also clarifies the meaning of each parameter in CalculationTask
declaration.

*  Schedulelnterval and ScheduleIntervalUnit properties define when the
calculation is executed. These are interpreted against ScheduleBaseTime.

*  The PeriodLength and PeriodLengthUnit define the sampling period for the
calculations.

*  PeriodCount defines how many Periods are calculated in one scheduled
calculation.

»  Offset defines how calculation period is actually aligned respect to wall clock
time or UTC time and respect to the base time defined using the property
BaseTime. Offset as well defines what the time stamps of calculation result
are. Many times the best timestamp for actual result is the start time of the
calculated period.

To produce values for variables MyCalcExCurHist_A and MyCalcExCurHist_B
the Vtrin user interface is used to feed values. Open All Variables list and double
click the variables to continuously monitor the values as shown in .
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Figure 86. Monitoring calculation variables using Vtrin variables and current

values

Figure 87 illustrates how different calculation task properties are used to solve first
exercise. The actual calculation task can be created bu using Vtrin or using

following batch file.

%APP_ROOT%\Calculations\APP_CalculationExamples\APP_CalculationExampl
e\CreateCalculationTask_A_plus_B_CurrentHistory.bat
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Variable Sections for Calculations

Every ten seconds calculate c = a+b
using values in current history.
History is sampled 12 seconds
delayed. PeriodLength is 1 second
and ten periods are calculated at
time. Results are written to
CurrentHistory.

<

Schedulelnterval = 10
Schedulerintervallnit = Seconds
ScheduleBaseTime = NULL (Default 1.1.2300)
PeriodLength = 1

PeriodLengthUnit = Seconds
BaseTime = NULL (Default 1.1.2300)
Offset = -12

OffsetUnit = NULL

PeriodCount = 10

PeriodCountUnit = NULL
FollowWallClockTime = false

Scheduled
EPR TR . calculation every

1 I\Qj\w 10 seconds

1s } {PeriodLength)

{ 10 periods  {PeriodCount)

J

Offset 12 periods (12 seconds)

Figure 87. Calculating sum of two historical values every 10 seconds
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'_'@a[cmrm:ua] = | = | I | =T Enctie mask = ~ = -
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Figure 88. Configuring first calculation using Vtrin

146 2PAA107563-600 B



Appendix B Calculation using C# Calculation File Variable Sections for Calculations

Daily average calculated once a week

Schedulelnterval = 7
SchedulerintervalUnit = Days

Every Monday night at 01:00 PerindlLength =1
calculate average daily PeriodLengthUnit = Days
temperature for last one week. Offset = -7

OffsetUnit = NULL
PeriodCount =7
PersiodCountUnit = NULL

Maon Tue Wed Thu Fri Sat Sun Scheduled
. . calculation every
| | | | | | | | Monday 01:00

{ 1 day } (PeriodLengt)
{ 7 periods to calculate (PeriodCount) }

-
Offset 7 * PeriodLength (7 days)

Figure 89. Daily averages calculated once a week

2PAA107563-600 B 147



Variable Sections for Calculations

Appendix B Calculation using C# Calculation File

Moving average

Every night at 01:00 calculate
moving average temperature
from last 5 days.

Mo Tue Wed Thu

Sat Sun

Schedulelnterval = 1
SchedulerintervalUnit = Days
Periodlength =5
PeriodLengthUnit = Days

Offset = -1
OffsetUnit = NULL
PeriodCount = 1

PersiodCountUnit = MULL

Scheduled
calculation
every day 01:00

o o
[ l

4 5 day PeriodLength

e © o o
[

Output values

Offset 1 periods {5 days)

4

Offset 1 periods (5 days)

-

Offset 1 periods (5 days)

Figure 90. Moving average over 5 days calculated every night

Calculating daily average and triggering event when condition applies for 5

continuous periods

In this previous example it is demonstrated how to observe the beginning of
"Thermal autumn". Thermal autumn is defined to begin when "Daily average of
temperature" has not exceeded 10°C for five days. Here it is assumed that starting
date would be the end of the 5 days period rather than beginning of the 5 days

period. More formally

MAX(5Days) {AVG(1Days){temperature}} < 10°C

This should be evaluated each day for last five days to observe the event as soon as

possible.

148

2PAA107563-600 B



Appendix B Calculation using C# Calculation File

Variable Sections for Calculations

Every night at 01:00 calculate
average for last day. Evaluate
agains event triggering
condition if the temperature
have been below threshold five
or more days.

Schedulelnterval = 1
SchedulerintervalUnit = Days
PeriodLength = 1
PeriodLengthUnit = Days
Offset =-1

OffsetUnit = NULL
PeriodCount = 1
PersiodCountUnit = NULL

Mon Tue Wed Thu Fri Sat Sun Scheduled

every day 01:00

. . calculation
| I

{ 1 day } {PeriodLength)

{1periodJL [PeriodCount)

Offset 1 peried (1 day)
Offset 1 period (1 day) +

Offset 1 period (1 day) -+~

Figure 91. Calculating daily averages after every day to be able to notice when

thermal autumn begins

Diagnostics

-—

For diagnostics purposes there is a class CalculationTaskState. It shows the last

execution time and as well when the task is to be run next time. If errors are
available these are displayed as well (). For elaborated application specific

diagnostics full C# support is available.

2PAA107563-600 B

149



Variable Sections for Calculations Appendix B Calculation using C# Calculation File
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Figure 92. Monitoring calculation scheduling from Calculation Task States

Creating own calculation

1. Open Visual Studio 2012.

2. Create a new Visual C# Class Library project.

3. Add following References: RTDB_Calclnterface.dll and RTDB_ CalcBase.dll
4

Use the following skeleton:

using ABB.Data.RTDB.Calculation;
namespace ABB.Data.RTDB.EndUser

{
public class : ABB.Data.RTDB.EndUser.
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public override void Initialize()
{
//Your Initializations comes here. Example below is for
current history.
DefaultCvhHistory = hCurrentHistory;
}

public override void Calculate()

{

//Your Calculation Equations Comes here

5. The variables are accessed using following:

* If Variable Section is used then the variables are accessed with following
syntax:sSectionName.vVariableName

*  When Variable Section is not used: vVariableName
Use standard C# syntax to define calculation equations.

Build your calculation solution.

® NS

Define Calculation Module as shown in Table 18.

Table 18. Calculation Module

Column Description

Name The unique name of the calculation module.

Assembly A full path to the assembly (or assemblies) or C#
source file(s) that contain the calculation modules.
When defining more than one assembly or source
file they are separated with pipes "I". Mixing
assemblies and source files is not supported.

References External assembly references needed in the
compilation.

9. Define Calculation Task as shown in Table 19.
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Appendix B Calculation using C# Calculation File

Table 19. Calculation Task

Column

Description

Name

The name for the calculation task.

Module

Calculation module to be used.

Class

The name(s) of the calculation class(es) to be run
by this task. More than one class can be defined by
separating them with pipes "I". The classes will be
run in the order they are defined.

UserParameters

User definable parameters that can be accessed in
the calculation class using the ParameterProvider
"Parameters".

Description

A description for the task.

BaseTime

The base time is a local time stamp the periods in
the calculation task are aligned to. If the Basetime
is not defined the default value 2300-01-01
00:00:00 is used. (NOTE: BaseTime does not affect
the actual time at which the calculation task is
scheduled to run, see ScheduleBaseTime.)

PeriodLength

Defines the temporal resolution of the calculation
task and is used to determine (with BaseTime) the
start times and lengths of calculated periods.

PeriodLengthUnit

The time unit of the period length.

Offset

Defines the period offset for the calculation task
start time as a number of periods. Positive values
point forward (to future) and negative values point
backwards (to past). For example, if a calculation
task with a calculation level of 5 minutes has a start
time of 12:00 and the offset is set to -3, the
calculated periods start from

11:45 (3 x 5 minutes in the past).
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Variable Sections for Calculations

Table 19. Calculation Task (Continued)

Column Description

OffsetUnit The time unit of the offset. If left null, Period Length
is used as the offset unit.

PeriodCount PeriodCount defines the number of consecutive
periods to be calculated in the calculation task.

PeriodCountUnit The time unit of the period count. If left null,

BatchVariable BatchVariable is used when the period length can
vary and a special batch variable in a history table
determines the period start times.
NOTE: Offset and Periods are supported with
period variables, but not OffsetUnit and
PeriodsUnit.

BatchHistory Defines the history table which contains the values
for the batch variable. This must be defined when
BatchVariable is defined.

Schedulerld The scheduler identifier of the

RTDB_CalcScheduler service that handles the
scheduling of this task.

ScheduleBaseTime

The base time of the calculation schedule.

Schedulelnterval

The interval of the calculation schedule.

SchedulelntervalUnit

The time unit of the interval.

FollowWallClockTime

If true, the calculation schedule will follow wall clock
time, instead of UTC time.

SkipMissed If true, skips missed periods when the calculation
service has been turned of. If false, all missed
periods will be calculated in the next calculation
service start.

Disabled If true, the task will not run when the calculation

service is started.
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10. Restart RTDBCalcScheduler service.
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Appendix C History Supervision

Introduction

History supervision allows the user to view history server status in PPA. This is used
to supervise the RTDB services running history server. Also the information related
to the tags available in history server is provided in this aspect.

History Supervision Aspect

This aspect have two views:

*  Main view: This view displays status of some pre-defined properties of History
server, like component status and tag statistics from history server. Current
connection status with history server will be displayed in this view.

*  Config view: This view displays the current Data Collector Node used to
connect history server for this aspect. This view is also responsible for getting
the history server credential details from the user.

To view history server status, do the following:
1.  Go to Service Structure > 800xA History SyncService, Service.

2. Inthe Aspect View, select History Supervision as shown in Figure 93.
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-SYS
Il e R | R LI DI Yk Wi 8%
|t service stuchre | | Amects of ‘800xA History SyncSenvice” | Modified Desc... | Inherited Category name
S Services | v J15/2013 : ...
- B00xA Hitory Event Collector, Service
514 BOONA Hstory EventSarver, Service W cbject lcon 562003 4:03:14... loon ... True Clject Leon
B }‘ BO0xA History SyncService, Servioe Service Definition §/15/2013 5:44:3... False Service Definition
' Marm Analysis, Service % Service Structure 4252013 7:590...  [Serv... False Service Stuchre

i’ll&mm-ﬁvif.e Service Type Reference 4/19/2013 10:96:... This... False Service

B ; Asseflree, Service ||@  F - o00xa History SyneserviceiHistorysusery ~ B oF 5, 7 - -
B Basic Histary, Servies Canfiguratian | Special Canfiguration
4 Batch Service, Service BO0wA History Server Configuration

& Cakulabon Server, Service
B Cross referencng server, Service
B4 Engnessing YRef Service, Service
- Event Callector, Service

DataBase tope//172.17 4. 100:7614/CPIMS-INTERNAL History-RTDE

- #¥ Event Storage, Service UserName  kiston/idbuser
& Exterral alarm, Service
§ g FroataStorageAndDistrbution, Service Password ~ mesawmaas

B File Set Distribution, Service
B Incustrial IT Archive, Service
#F Inform IT Hstory, Service
T ShMP Trap Service, Service
®- ¥ Lock Server, Service
- Messenger Server, Service
¥ OpcDA_Connector, Service
- PCDLLicenseService, Service
& Property Transfer, Service
A Remote Access Clent, Service
B Remote Access Server, Service
A Scheduier, Serviee
#F Server Aspect Contraller, Service
- Soft Alarms, Service
B Softpoint Server, Service
-4 System Message Server, Service
B4 System Status, Service
&g Time, Service
- Workplace Service, Service

Figure 93. History Supervision

Select Config View.

4. Go to Special Configuration tab and configure history server database details
as shown in Figure 93.

5. Click Apply.
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History Supervision Aspect

6.

Go back to the Main View to view the history server connected status -

connected as shown in Figure 94.

|

j’ w | B00xA History SyncService:HistorySupery

5%

rF B
2| 800xA History SyncService : HisturySupenfision_ (=

@~

History Service Status | Histary Tag Status |

History Server - Service Status

History Server Connecticn Status | Connected!

4 i )RTDB
4 (i HISTORY1

a(j
| .Setup
| .RTDB-Servicel\-‘Ianager
I .RTDB-Transf:urmator
I EDRTDB-EcOpcClient
I (i )APP_Backup
I .RTDB-TagConsistenq{ontroller
I EDRTDE-EventForwarder
I @vitrinLink
S 6 HISTORY?)
4 (i )RTDE
I €DRTDB-Transfarmatar
I {DRTDB-EcOpcClient
I LiJAPP_Backup
I @vitrinlink
I €DRTDB-EventForwarder
| .RTDB-TagConsistenq{ontroller

Figure 94. History Supervision - Main View

ﬂ If the connection fails, go to Config View and check for credentials.
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In the event of network disconnection between Data Collector and History Server,
the disconnected status gets updated in History Supervision aspect within one
hour. If there is no network disconnection between Data Collector and History
Server, the status of History Server RTDB Services gets updated within two
minutes.

158

2PAA107563-600 B



Appendix D Diagnostic Information for 800xA

Diagnostic Information for 800xA History

The following information is common for 800xA History Embedded Data Collector
as well as 800xA History Server Node.

The diagnostic information is written to text files and can be accessed from the
following location:

From Desktop, open RTDB Control Panel folder and then navigate to Diagonistics
Tools | View Latest Log Files | Diag. Alternatively, Diag folder can also be
accessed by clicking Start | Run, typing, %app_datapath%\diag and then pressing
Enter.

The Diag folder contains the log files for all the related services of History or DC as
well it contains various logs for the runtime processes by the database.

Additionally, the live diagonistic messages can be viewed for the specific services
by the running the batch files available at following location: Desktop | RTDB
Control Panel | Diagonistic Tools.

Start/Stop History Server Database

Starting and Stopping the Database (either in 800xA History Server or the 800xA
History Embedded Data Collector Node) can be carried out by various methods.
However, it is advised to use the batch file called Start RTDB/ Stop RTDB available
in the Desktop in folder Database Control Panel.

Other methods to stop RTDB are:

1.  From Service Structure of 800xA Plant Explorer (only for 800xA History
Embedded Data Collector Node)

2. From the Windows Services
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Starting Database Using Database Control Panel
To start the database:

1. Double-click the Real Time History Control Panel folder shortcut icon on the

desktop. Three folders as shown in Figure 95 will be displayed.

& D:',RTDBData‘RTDE Control Panel

File Edit Wiew Favorites Tools Help

P Back ~ L) - ?|, Search |~ Folders | & (¥ XMJ|'

Address |_| D:\RTDEDaka\RTDE Control Panel

Mame ~ | Size: | Type |
() Diagnostic Tools File Folder
(St Starting and Stopping File Folder
_JUpgrade Tools File Folder

Figure 95. Folders in Real Time History Control Panel

2.  Double-click the Start and Stopping folder to open it. The Start RTDB and
Stop RTDB batch files will be displayed as shown in Figure 96
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& D:',RTDBData‘RTDE Control PanelStarting and Stopping

File Edit Wiew Favorites Tools Help
P Back ~ L) - ?|, Search |~ Falders | & (¥ )(KJ“:

Address |_| [:\RTDBDatalRTDE Control PaneliStarting and Stopping

Mame ~ | Size: | Type
NT Services 2KB Shorkcut
&9 Sharteut bo RTDE,IND 1 KB Shortout

1 KB Shortout
1 KB Shortout

Figure 96. Start and Stop Real Time Histoy batch files (selected)

3.  Double-click the Start RTDB batch file to start the main real time database
service in Data Collector Node.

Stopping Database using History Control Panel
To stop the Database:

1. Double-click the Real Time History Control Panel folder shortcut icon on the
desktop. Three folders as shown in Figure 95 will be displayed.
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& D:',RTDBData‘RTDE Control Panel

File Edit Wiew Favorites Tools Help

P Back ~ L) - 5 | - search [ Folders | & 3 x i) | -

Address |_| D:\RTDEDaka\RTDE Control Panel

Mame ~ | Size: | Type |
() Diagnostic Tools File Folder
g rting and Stopping File Folder
_JUpgrade Tools File Folder

Figure 97. Folders in Real Time History Control Panel

2. Double-click the Start and Stopping folder to open it. The Start RTDB and
Stop RTDB batch files will be displayed as shown in Figure 96.

& D:',RTDBData‘RTDE Control PanelStarting and Stopping

File Edit Wiew Favorites Tools Help
P Back ~ L) - "|, Search |~ Falders | & 3 X KJ||:

Address |_| [:\RTDBDatalRTDE Control PaneliStarting and Stopping

Mame ~ | Size: | Type
NT Services 2KB Shorkcut
&9 Sharteut bo RTDE,IND 1 KB Shortout

1 KB Shortout
1 KB Shortout

Figure 98. Start and Stop Real Time Histoy batch files (selected)
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3. Double-click the Stop RTDB batch file and type ‘Y’ in the confirmation
prompt as shown in Figure 99 to stop the main real time database service in
800xA History Embedded Data Collector Node.

Figure 99. Confirmation Prompt for stopping RTDB

Once the Database stopping process is completed, the system displays the message
“RTDB-service has now been stopped. All tables are OK”.

Start/Stop 800xA History Embedded Data Collector
Database

To stop the 800xA History Embedded Data Collector database follow one of the
methods:

1.  Start/Stop the database from the database control panel.

—  To start the database from 800xA Service Structure, refer Starting
Database Using Database Control Panel.

—  To stop the database from 800xA Service Structure, refer Stopping
Database using History Control Panel.

2. Start/Stop Database from ABB System 800xA Service Structure.

—  To start the database from 800xA Service Structure, refer Starting
Database from ABB System 800xA (if installed).
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—  To stop the database from 800xA Service Structure, refer Stopping
Database From ABB System 800xA (if installed).
Starting Database from ABB System 800xA (if installed)
1. Double-click the Plant Explorer Workplace icon on the desktop.

2. Click the left side, structure drop-down menu and click Service Structure in
the menu item as shown in Figure 100

b LE64 [/ Plant Explorer Workplace

|| 2 ||| enter search name) | [rvo Fiter =157 |[repce =1 4| @ i | %4 =5 G|
T3 Service Structure =] [ Aspects of 'sTLEBCS 188 S | Modified | Modified by | Desc... | inherited
‘EH Obsolete Structure A 800xA History StatusViewer 7/10/2012 12:48:... LE\B0OxAService This... False
‘ES Procedure Structure Alarm Expression 4/25/2008 1:55:4... ABB 800xABase  Aspe... True
‘Eg Product Structure % Name 7/10/2012 12:17:... LE\800xainstaller The... False
‘I’:g Product Type Structure @Object Icon 5/6/2003 4:04:04... ABB 800xABase Icon... True
‘I’:g Reuse Design Structure Service Group Definition 7/10/2012 4:23:0... LE\B0OxAService False
‘Eﬁ Scheduling Structure Service Group Type Reference 7/10/2012 12:17:... LE\80Oxainstaller This... False
|=§Service Structure % |Service Structure 7/10/2012 4:23:0,.. LE\B0OxAService  [Serv... False
‘Eﬁ System Structure
‘I’:g User Structure
‘I’:g Workplace Structure J]
. = 45 = [ STLEBCS 1AB_5G:Service Group Defir = | % 7 (1 [ v -
I:I---f AspectDirectory, Service

[]--@9 AssetMonitoring, Service Configuration |StmLIS I
----- @9 AssetTree, Service

[]---f BackupService, Service Service: | 800xA History SyncService View

[]---f Basic History, Service

[]---f Batch Service, Service [V Enabled Data Source: I j
[]---f Cross referendng server, Service Providers:

[]--@9 Engineering XRef Service, Service :

[]---f Event Collector, Service STLESCS1B_SP2

[]---f Event Storage, Service STLESCS1A_SP1

Figure 100. Service Structure in Plant Explorer Workplace

3. Select 800xA History Embedded Data Collector Sync Service Group in

Service Structure through 800xA History SyncService, Service as shown in
Figure 101.
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[#44 LEG4 [[ Plant Explorer Workplace

0.2 ||| et seorch name) =1|[RoFier =15 [repece =1 4| @ )| % 5 G| 8 (0 9 05 of il
E5 Service Structire =] | Aspects of 'STLEBCS 148 SG° [ Modfed [Modfiedby | Desc.. [Inherited | Categoryname |
E & Servieas C1/800%A Hstory Statusiiewer 7/10/2012 12:48:... LE\B0DxAService This... False B00KA History ...
[43 4 8D0xA History Event Collector, Service _l| Alarm Expression 4f25/2008 1:55:4... ABBB0OxABase  Aspe... True Alarm Expression
5/ B00xA History SyncService, Service SiEName 7/10/2012 12:17:... LE\00xainstaller The... False Name
- B4 MOD_DA_MOD1AB_SG, Service Group & object Ion 5/6/2003 4:04:04... ABB800xABase lcon.. True Object Icon
. [-gks MOD_DA_MOD2AB_SG, Service Group _|/Service Group Definition 7/10/2012 4:23:0...  LE\BOOxAService False Service Group ...
STLEBCS 1AB_SG, Service Group |service Group Type Reference 7/10/2012 12:17:.., LE\B00xainstaller This... False Service Group
STLEBCS3A0_S5G, Service Group &y Service Structure 7/10/2012 4:23:0... LE\B0OxAService  [Serv... False Service Structure
i STLEEC1_SG, Service Group
& Alarm Analysis, Service
&F Alarm Logger, Service
[ ¥ Alarm Manager, Service
[ 4 AspectDirectory, Service & & ~[snEscsire_saiservice Group Defr = % 5 th fal> | +
[ 47 AssetMonitoring, Service
& AssetTree, Service Configuration |5mm|
[ ¢ Badupservice, Service
I Basc History, Service Service: [E00xA History Syncservice | View |
[51 #¥ Batch Service, Service
[c2 ﬁ Cross referencing server, Service ¥ Enabled  Data Source: lﬁ
[# #¥ Engnesring XRef Service, Service
-4~ Event Collector, Service providery
[+ 4 Event Storage, Service !
- ¥ External slarm, Service —
[ 4 File Set Distribution, Service Lt
- Harmony Executive, Service
[ Industrial IT Archive, Service —
14" Inform IT History, Service

Figure 101. Sync Service in Service structure

4. By default, the Service Group Definition is selected in the right pane as shown
in Figure 102.
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[#44 LEG4 [[ Plant Explorer Workplace

R0 B e seorchrome) = ot =15 [Rees =1 ] @ | %4 5 B 5 0 6
T2 Service Structre <] [ Aspects of 'STLESCS 148 SG' [Modfed [ Modfiedby | Desc.. | nhented | Category name
= G Services C1/800xA History StatusViewer 7/10/2012 12:48:.., LE\BOOxAService This... False
[ ‘p 800xA History Event Collector, Service | alarm Expression 4f25/2008 1:55:4... ABBB00xABase  Aspe... True
|— } 800xA History SyncService, Service SiEName 7/10/2012 12:17:... LE\00xainstaller The... False
4 MDD_DA_MOD 1AB_SG, Service Group & object Icon 5/6(2003 4:04:04... ABS800xABase lcon... True
MOD_DA_MOD2AB_SG, Service Group |/service Group Definition 7/10/2012 4:23:0...  LE\B0OxAService False
STLEBCS1AB_SG, Service Group | L) service Group Type Reference 7/10/2012 12:17:.., LE\@0Oxainstaller  This... False
STLEBCS3A0_SG, Service Group % Service Structure 7/10/2012 4:23:0... LE\800xAService [Serv... False Service Structure
54 STLEEC1_SG, Service Group
f Alarm Analysis, Service
7 Blarm Logger, Service
[ ¥ Alarm Manager, Service
[ 4 AspectDirectory, Service JJO 5 ~[STIEBCS 18 _SG:Service Group Defir = % 7 () &l (| v
[ ¢ AssetManitoring, Service
& AssetTree, Service Configuration |5mm|
[ ¢ Badupservice, Service
g Basic Hstory, Service Service: [E00xA History Syncservice | View |
[51 #¥ Batch Service, Service
[ ¥ Cross referencing server, Service ¥ Enabled  Data Source: lﬁ
[ ¥ Engineering XRef Service, Service )
[ Event Callector, Service :
& /¥ Event Storage, Service CSiE P2 1
¥ External flarm, Service STLESCS1A_SP1 =
[ 4 File Set Distribution, Service J-
F- y Harmony Executive, Service
[ Industrial IT Archive, Service =
14" Inform IT History, Service

Figure 102. Service Group Definition

5. Select the 800xA History StatusViewer aspect as shown in Figure 103.
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Figure 103. 800xA History Status Viewer

6. Click 800xA History Service Manager as shown in Figure 104.
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Appendix D Diagnostic Information for
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Figure 104. 800xA History Service Manager

7.

Check the appropriate Service Provider as shown in Figure 105 in the 800xA

History Services window and click Start.

BOOXA History Services 2=l
Service Provider Node Name | Service Statu
Osmeect sp STLEEC1  Started

. | Stopped

STLEMOD...

D B00xA HIStOrY Sync...

[JMOD_DA_MOD2AE ... STLEMOD...
|

Started
Started

Start |

¥

Figure 105. 800xA History Services Window
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Stopping Database From ABB System 800xA (if installed)

1.
2.

Double-click the Plant Explorer Workplace icon on the desktop.

Click on the left side, structure drop down menu and select Service Structure
in the menu item as shown in Figure 100.

Select 800xA History Embedded Data Collector Sync Service Group in
Service Structure through 800xA History SyncService, Service in the left pane
of Service Structure as shown in Figure 101.

By default, the Service Group Definition is selected in the right pane as shown
in Figure 102

Select 800xA History StatusViewer as shown in Figure 103.
Click 800xA History Service Manager as shown in Figure 104.

Check the appropriate Service Provider in 800xA History Service Manager as
shown if Figure 106 and click Stop.

BOOXA History Services 2=l
Service Provider
STLEBCS1B
D STLEBCS1A_SP1 STLEBCS1A | Started
O smeect_sp STLEEC1 Started
D STLEBCS3A0_SP STLESCS... | Started -
«| |
Stark: I Stop | Close |

Figure 106. 800xA History Services
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Appendix E History Sync Service During
Network Disconnection

Refer to the additional information that follows on functionality of History Sync
Service, when there is a network disconnection between the Aspect Server and the
Data Collector during tag synchronization.

*  For example consider the Data Collector containing 7941 Tags, as shown in
Figure 107.
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Figure 107. Synchronised State
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* In the event of network disconnection between Aspect Server and Data
Collector, the 800xA History Tag Property Info show the status as in

Figure 108.
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Figure 108. Synchronization Stopped State

ﬂ Based on the disconnection timing, the Sync can be stopped at any moment. In
the example given, the Sync stopped at 800xA History Tags value of 936.

*  Based on Figure 108, it is important to understand that the tags are not actually
deleted, instead, the Sync Service Synchronization is stopped.

*  Make sure to fix the disconnected network and restart the 800xA History Sync
Service to re-sync with the database and show the correct status in 800xA
History Tag Property Info as shown in Figure 107.
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Appendix F Password Update Procedure

This section describes the steps that have to be followed on the History Server and
Data Collector when the Database Admin User Password is changed.

This section does not include the procedure to change the password of the source
historian that the Data Collector is collecting from.

Please make sure that the password of the Windows User account, used of Database
Admin, is already changed.

Contact Microsoft for the detailed procedure on changing the password of Windows
User account.

Password Update Procedure on the History Server:

Perform the following steps to update the History Server with the new Password.
1. Login to the History Server with the installation user.

2. Stop the RTDB Services.

3. Navigate to Control Panel > User Accounts > Credential Manager.

4

Edit and Update Generic Credentials with the new password for
CPIMS/ADMIN, CPIMS/DBADMIN.

5. Perform the following steps to reinstall the RTDB services.

a. Open a Command Prompt (enter cmd in the Run... dialog) and run the
following command to remove the existing services.

"% app_root % \config\application\APP_Install_Services' /remove all
b. Enter "Y" when asked for confirmation.

c. After successful removal, run the following command to install services.
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"% app_root % \config\application\APP_Install_Services' /install all

d. In Windows Services configuration, set the startup type of the RTDB main
service RTDB <RTDBDatabaseDrive>:\RTDBData to Automatic.

Restart the History Server.

Use the installed user credentials and log on to each one of the Data Collectors
and perform the following steps:

a. Stop RTDB.
b. Navigate to Control Panel > User Accounts > Credential Manager.

c. Edit and Update the password for CPIMS/MAIN_DBADMIN with the
latest password of History Server.

d. Close the Credential Manager.
e. Start the RTDB Services.

f.  Open Plant Explorer. Navigate to the Service Structure and update the
password of History Server for 800xA History EventServer Service and
History Supervision aspect.

Password Update Procedure on the Data Collector:

Perform the following steps to update the Data Collector with the new Password.

1.

2
3.
4

Login to the Data Collector with the installation user.
Stop the RTDB Services.
Navigate to Control Panel > User Accounts > Credential Manager.

Edit and Update Generic Credentials with the new password for
CPIMS/ADMIN, CPIMS/DBADMIN.

Perform the following steps to reinstall the RTDB services.

a. Open a Command Prompt (enter cmd in the Run... dialog) and run the
following command to remove the existing services.

"%app_root%\config\application\APP_Install_Services" /remove all

b. Enter "Y" when asked for confirmation.
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c.  After successful removal, run the following command to install services.
"% app_root % \config\application\APP_Install_Services' /install all

d. In Windows Services configuration, set the startup type of the RTDB main
service RTDB <RTDBDatabaseDrive>:\RTDBData to Automatic.

6. Login to History Server and open Credential Manager by navigating to
Control Panel > User Accounts.

7.  Select the Generic Credential corresponding to the Data Collector updated with
password (for example, CPIMS_DC/<DCNName>_DBADMIN).

8. Use the Edit option and update the password. Save and close Credential
Manager.

9. Start the RTDB services from the Data Collector.

10. Open Plant Explorer. Navigate to Service Structure and update the new
password in Special Configuration tabs of 800xA History SyncService, 800xA
History Event Collector and 800xA History EventServer Services and restart
the services.
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Appendix G Accessing 800xA History DA
Server

Accessing 800xA History DA Server Using DCOM Settings

When configuring OPC client to access 800xA History DA Server, ensure that client
machine is in Workgroup or Domain Environment.

Refer important information related to DCOM settings required for accessing
800xA History DA server as mentioned below.

ﬂ Ensure to have administrative privileges to create user accounts which are
mentioned in the following description.

Workgroup Environment

In workgroup environment, if the OPC Client PC is in same workgroup as 800xA
History DA Server than following should be done.

e There should be a common user account for running both OPC Server and OPC
Client.

* If the OPC Server and OPC Client are running with different user account,
then, these local user accounts should be available in both PC. For example, if
the OPC Server runs with local user account 'A' and OPC Client runs with user
account 'B' then both local user 'A' and 'B' should be available in OPC Server
(For example, 800xA History Server Node) as well as OPC Client Node. It is
not mandatory that these user account have same password.
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Domain Environment

When the 800xA History DA Server and Client PC are in same domain

Ensure that domain user accounts are used for running the OPC Server as well as
OPC Client. So, in this case, no need to create users in each PC (as it is done in
workgroup environment.)

Ensure that the user account is set properly for DCOM settings. For example, the
username in case of domain user account will be like 'DomainName\Username'.
Before doing the DCOM settings, please make sure that both the OPC Server and
the OPC Client are running with the same domain user account.

If the local user account is used for DCOM settings, then this user account should
be consistent in Server and Client PC.

When the 800xA History DA Server and Client PC are in different domain

When the 800xA History DA Server and Client PC are in different domain, first,
ensure that to setup a "Trust Relationship' between both domains. Please contact
your system administrator for configuring the "Trust Relationship' between domains.

Workgroup to Domain Environment

This scenario is a little bit complicated as compared to what we have seen in case,
when both Server and Client PCs are either in Workgroup or Domain Environment.

Make sure that when one PC is in domain and other is in workgroup is the
workgroup cannot authenticate domain user account.

So to make the Workgroup and Domain environment interoperate, ensure to have
local user account defined in both Server and Client PC. Following are important
points to consider:

. OPC Server must run as a local user account. This local user account should be
available in both Server and Client PC with same username and password.

. OPC Client must run as a local user account on the client PC and that same
local user account must exist on the OPC Server PC with the same username
and password.
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User Name Update Procedure on the 800xA History
Server and 800xA History DCN nodes

This section describes the steps that have to be followed on the History Server and
Data Collector when the Database Admin User Name or DB Admin User Name is
changed. This section does not include the procedure to change the user name of the
source historian that the Data Collector is collecting from. Please make sure that the
New User name of the Windows User account, used for Database Admin, is already
created. Contact Microsoft for the detailed procedure on creating the Windows User
account.

Instructions for Changing the Admin user

Follow the steps below to update the History Server with the new User name.

1.
2.
3.

Log on with the user account that was originally used for installing RTDB.
Stop RTDB

Modify the name and password of the new account to the Windows vault entry
“CPIMS/ADMIN”

Navigate to Control Panel > User Accounts > Credential Manager
Add the user to the RTDB-Admin group by running:

“% app_root %\Config\Security\APP_Create_users.bat”

Reinstall the services

a.  “Yapp_root%\config\application\APP_Install_Services” /remove all
b.  “%app_root%\config\application\APP_Install_Services” /install all

c. Set the startup type of RTDB main service back to Automatic
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8.

Start RTDB

If this was the 800xA History Server node, force re-registration of the DCN
nodes (this is needed that the new adminuser will know the access information
to the DCN nodes)

a. praotstx %app_dsn% -sql "delete from simpleconfig where sectionname
like 'DatabaseNodes_%' and KeyName like 'Added_%""

b. Restart RTDB-Scheduler in all 800XA History DCN nodes

Recommendation: clean up the Vault entries for the old adminuser

ﬂ The names of the vault entries start with "CPIMS/" or "CPIMS_DC/"

Instructions for Changing the DB Admin User

1.
2.

Log on with the user account that was originally used for installing RTDB

Store the name and password of the new account to the Windows vault entry
"CPIMS/DBADMIN" by navigating to Control Panel > User Accounts >
Credential Manager

Add the user to the RTDB-Admin group by running:
"% app_root %\Config\Security\APP_Create_users.bat"

If this was the 800xA History Server node, you need to tell the new user name
and password to each data collector node:

a. Log on to the data collector node with the user account that was originally
used for installing RTDB

b. Update the vault information for entry "CPIMS/MAIN_DBADMIN"
Navigate to Control Panel > User Accounts > Credential Manager

c.  Run the below command:
% app_root % \config\featureinstal A APP_Give_Setup_Answers_to_ad
minuser.bat

ﬂ This step is optional if the logged on user is the adminuser
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5. If this was a DCN node, force re-registration of the DCN node to the main
node:

a. In the main node: praotstx %app_dsn% -sql "delete from simpleconfig
where sectionname like 'DatabaseNodes_%' and KeyName like
'Added_NN'"

ﬂ NN is the name of the DCN node

b. In the DCN node: restart RTDB-Scheduler
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Revision History

ﬂ The revision index of this User Manual is not related to the 800xA 6.0 System
Revision.

The following table lists the revision history of this User Manual.

Revision Description Date
Index
- Published for 800xA System Version 6.0. Octoberr 2014
Published for 800xA System Version 6.0. December 2014
Published for 800xA System Version 6.0.1. October 2015

Updates in Revision Index A

The following table shows the updates made in this User Manual for System 800xA

6.0:
Updated Section/Sub-section Description of Update
Appendix F Steps 6, 7, 8, 9 and 10 have been updated in
“Password Update Procedure on the Data
Collector”.
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Updates in Revision Index B

Updates in Revision Index B

The following table shows the updates made in this User Manual for System 800xA

6.0.1:

Updated Section/Sub-section

Description of Update

Appendix H

Added the User Name Update Procedure
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