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Notice

This document contains information about one or more ABB products and may include a description of
or a reference to one or more standards that are relevant to the ABB products. The presence of any such
description of a standard or reference to a standard is not a representation that all of the ABB products
referenced in this document include all the features of the described or referenced standard. In order to
determine the specific features included in a particular ABB product, the product specifications for the
particular ABB product apply.

The buyer acknowledges the proprietary and confidential nature of the information contained in this
document and agrees that all rights to and concerning the information contained in this document remain
vested in ABB, in particular regarding to any intellectual property rights. Nothing contained herein shall
oblige ABB to furnish any specific information to the buyer.

The information in this document is subject to change without notice and should not be construed as a
binding declaration of ABB. ABB assumes no responsibility for any errors or omissions in this document.

Products described or referenced in this document are designed to be connected with networks and
provide information and data through network interfaces. The products must be connected to a secure
network. It is the sole responsibility of the buyer of the products to provide and continuously ensure a
secure connection between the product and the system network and/or any other networks that may be
connected to the product. In no event ABB is liable for the security of the network used by buyer.

The buyer of the product must establish and maintain appropriate measures, including, but not limited
to, the installation of firewalls, application of authentication measures, encryption of data, installation of
antivirus programs, and so on, to protect these products, the network, its system, and interfaces against
security breaches, unauthorized access, interference, intrusion, leakage, and/or theft of data or information.
Any liability of ABB in this regard is excluded.

ABB may perform functionality testing on the products and may release updates. However, it is the sole
responsibility of the buyer of the product to ensure that any product updates or other major system
updates (included but not limited to code changes, configuration file changes, thirdparty software updates
or patches, hardware change out, and so on) are compatible with the security measures implemented. The
buyer of the product must verify that the system and associated products function as expected in the
environment in which they are deployed. ABB has no obligations in this regard.

In no event shall ABB be liable for any damages inclusive but not limited to indirect, special, incidental or
consequential damages of any nature or kind whatsoever arising from the use of this document, nor shall
ABB be liable for any damages inclusive but not limited to indirect, special, incidental or consequential
damages arising from the use of any software or hardware described in this document.

This document and parts thereof must be kept confidential and must not be reproduced or copied without
the prior written permission from ABB, and the contents thereof must not be disclosed or made available
to any third party nor used for any unauthorized purpose.

The software or hardware described in this document may be furnished under a license and may be used,
copied, or disclosed only in accordance with the terms of such license.

This product meets the requirements specified in EMC Directive 2014/30/EU and in Low Voltage Directive
2014/35/EU.



that used electrical and electronic equipment (WEEE) should not be mixed with general household
waste. If you wish to discard electrical and electronic equipment (EEE), please contact your

E The crossed-out wheeled bin symbol on the product and accompanying documents means
B caleror supplier for further information.

Disposing of this product correctly will help save valuable resources and prevent any potential negative
effects on human health and the environment, which could otherwise arise from inappropriate waste

handling.
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About this user manual
User Manual Conventions

About this user manual

Any security measures described in this user manual, for example, for user access, password
security, network security, firewalls, virus protection, and so on, represent possible steps that

a user of a system may want to consider based on a risk assessment for a particular application
and installation. This risk assessment, as well as the proper implementation, configuration,
installation, operation, administration, and maintenance of all relevant security related

equipment, software, and procedures, are the responsibility of the user of the system.

This user manual describes the data collection process using MCS-DC product on various ABB
control systems.

User Manual Conventions

Microsoft Windows conventions as defined in the Microsoft Writing Style Guide are normally
used for the standard presentation of material when entering text, key sequences, prompts,
messages, menu items, screen elements, and so on.

Warning, Caution, Information, and Tip Icons

This user manual includes Warning, Caution, and Information where appropriate to point out
safety related or other important information. It also includes Tip to point out useful hints to
the reader. The corresponding symbols should be interpreted as follows:

Electrical warning icon indicates the presence of a hazard that could result in electrical shock.

Warning icon indicates the presence of a hazard that could result in personal injury.

Caution icon indicates important information or warning related to the concept discussed in
the text. It might indicate the presence of a hazard that could result in corruption of software
or damage to equipment/property.

Required action icon indicates actions that are required for the product or system to function
as intended.

—JONCNC

Information icon alerts the reader to pertinent facts and conditions.

Tip icon indicates advice on, for example, how to design your project or how to use a certain
= function.

Although Warning hazards are related to personal injury, and Caution hazards are associated
with equipment or property damage, it should be understood that operation of damaged
equipment could, under certain operational conditions, result in degraded process performance
leading to personalinjury or death. Therefore, fully comply with all Warning and Caution notices.

2PAA120980D3000 P 8



About this user manual
Terminology

Terminology

A complete and comprehensive list of terms is included in System 800xA Terminology and
Acronyms (3BSE089190%*). The listing includes terms and definitions that apply to the System
800xA where the usage is different from commonly accepted industry standard definitions.

Table: Terminology

Term/Acronym Description

CSM Control System Monitoring
MCS-DC My Control System - Data Collector
MCS-FW My Control System - Forwarder

Release Information

Before using MCS-DC it is highly recommended to read the End User License Agreement, the
Release Notes and this user manual. Should you need to report problems, always mention the
version that you are using.

Reference Documents

Document Kind Title Document No
My Control System (on- premise) — Installation and 2PAA121208
Configuration Manual

My Control System — Forwarder — user manual 7PAA001522

My Control System (on- premise) — Hardening Guide 7PAA002031
Digital Service Products Lifecycle Plan 7PAA005206
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1 Introduction
1.1 Scope and Software Versions

1.1

Introduction

My Control System - Data Collector (in the following referred to as MCS-DC) is used to collect
Performance, Lifecycle, Software and Security data from ABB's major control systems: System
800xA, Freelance and Symphony Plus. A complete list of systems, system versions and system
combinations is available in Table 1.2.

The collected data is bundled and encrypted into a file (.zip). This file shall be uploaded to My
Control System (MCS) for further analysis and report generation, such as Benchmark report,
Fingerprint report, etc. Additionally, the lifecycle information on this collection file can be uploaded
to ServlS from MCS for Installed Base Management (by the local ABB installed base manager).

Download the latest version of MCS-DC from My Control System (MCS) portal or ABB library.
Optionally, users can verify the authenticity of the downloaded package using its Hash value
provided with the package. Refer Appendix E, SHA256 Hash verification for more details on Hash
verification.

Scope and Software Versions

This user manual describes the data collection process for the various systems supported by
this version of MCS-DC.

2PAA120980D3000 P 10



1 Introduction

1.2 Supported Systems and Versions

1.2

Supported Systems and Versions

Supported system versions for data collection are listed below.

Table 1.1: Supported Systems

Control System

Supported Major Versions

Supported Roll-up Versions

Freelance

Advant controllers

Melody Rack
controllers

V8.1, V8.2
V9.1,V9.1SP1
V9.2,V9.2 SP1, V9.2 SP2

Freelance 2013,
Freelance 2013 SP1

Freelance 2016,
Freelance 2016 SP1

Freelance 2019
Freelance 2019 SP1

Freelance 2019 SP1 FP1
Freelance 2024

AC450,AC 410,MP 200/1, Safeguard
415, MG 230/1, AC 160, AC 110, AC
70, 450 RMC, MOD300

Advant Master Communication
interfaces:

C1520, CI522, CI541, AF100, CI810,
Cl820, PBS, PU535, CI532, CI535,
CI570, CS513, CI510, Cl610, Clel5,
Cl810, CI820, Cl626, Cl627, CI630,
Cle31, CI830, Cl671

Melody Composer 4.0 to 7.x
S+ Engineering (for Melody) 1.0.0,

1.0.1,1.0.2,1.1.0,1.1.1,1.1.2,11.3,1.4,1.4.1,

2.0

Harmony Rack
controllers (LCS
only)

S+ Engineering 1.0 to 2.4 SP2
Harmony Composer 5.1, 6.0 till 7.2

v9.2.01

Freelance 2013 SP1 RU1, Freelance
2013 SP1 RU2, Freelance 2013 SP1
RU3, Freelance 2013 SP1 RU4
Freelance 2013 SP1 RU5 Freelance
2013 SP1 RU6

Freelance 2016 SP1 RU1, Freelance
2016 SP1 RU2, Freelance 2016 SP1
RU3 Freelance 2016 SP1 RU4,
Freelance 2016 SP1 RU5 Freelance
2016 SP1 RUG6 Freelance 2016 SP1 RU7
Freelance 2019 SP1 RU1 Freelance
2019 SP1 RU2 Freelance 2019 SP1 RU3
Freelance 2019 SP1 FP1 RUO1
Freelance 2019 SP1 FP1 RUO2
Freelance 2019 SP1 FP1 RUO3

2PAA120980D3000 P
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1 Introduction

1.2 Supported Systems and Versions

Table 1.1: Supported Systems

(Continued)

Control System

Supported Major Versions

Supported Roll-up Versions

Harmony Rack/
Symphony Din
controllers (For
Performance
collection)

S+ Operations HMI

System 800xA

QCS with System
800xA HMI

Non-ABB Systems
(Cyber security data
only)

ESXi

HAPI 3.1.0.15 to 4.3.0.8 and Control
API 5.x.X.X.

For Performance collection,
Composer Harmony version is not
relevant. It depends only on HAPI
version.

Scan through the bridge modules
IITO3 (firmware version B4 and above
only)/1IT13/IEB80O is supported.

To scan a network via the bridge
module IIT, the minimum firmware
version of IIT must be BO4.

To scan the network through an IEB
bridge, it is suggested to start the
data collection from the PN80O
network. The bridge module IPT800
require a minimum firmware version
B.O or higher.

2.0.0to2.0.6,2.1.0t02.1.2,2.1.2.3,
2.2,3.3.1,3.3.2 (Yoda2)

SV4.1RevM

SV5.0, SV5.0 SP1, SV5.0 SP1a, SV5.0
SP2 to SV5.0 SP2 Rev E

SV5.1to SV5.1 FP4 RevE

6.0,6.0.1,6.0.2,6.0.3,6.0.3.1,6.0.3.2,
6.0.3.3,6.034

6.1,6.1.01,6.1.1,6.1.11,6.1.1.2,6.2,
7.0

5.05SP2,SV5.1to51FP4RevE, 6.0,
6.0.1,6.0.2,6.0.3,6.0.3.1,6.0.3.2,
6.0.3.3,6.0.3.3RevB,6.1,6.1.0.1,6.1.1,
6.1SP2, 6.1 SP3 RUL, 6.15P4, 6.2

AllWindows Operating systems with
.NET Framework version 3.5 SP1 or
above installed.

6.0,6.7,7.0,8.0 U2

SV5.1 Rev D Roll-up 5, SV5.1 Rev E
Roll-up 2, SV5.1 FP4 Rev D Roll-up 4,
SV5.1 FP4 Rev D Roll-up 5, SV5.1 FP4
Rev E Roll-up 3, SV5.1 FP4 Rev E
Roll-up 4, 6.0.3.3 Rev B

6.0.1 Roll-up 1, 6.0.3 Rollupl, 6.0.3
Roll-up 2, 6.0.3 Roll-up 3, 6.0.3 Roll-up
4,6.0.3.3RevB

6.1Roll-up 1

2PAA120980D3000 P

12



1 Introduction
1.3 Compatibility

1.3 Compatibility

MCS-DC 3.0 or newer versions are compatible with MCS-FW version 1.9 and above. These are not
backward compatible. MCS-FW 1.9 is compatible with MCS (on-premise) v6.9 and newer versions.
Refer to the Digital Service Products Lifecycle Plan Section Reference Documents on page 9.

2PAA120980D3000 P 13



2 Prerequisites
2.1 Common Prerequisites

2 Prerequisites

Prerequisites for data collection are described in this section.

The verification of data collection prerequisites and some configuration settings may differ
based on the Operating System that is installed on a given node. In this user manual we will
refer to “legacy” and “modern” Operating System versions where “legacy” are Windows XP and
Windows Server 2003, “modern” are Windows 10 and Windows Server 2012 or above, etc.

2.1 Common Prerequisites

These prerequisites are applicable to all Systems and System combinations. Prerequisites specific
to each system family are described in respective chapters.

Based on the HMI system and the controllers that must be collected, the MCS-DC launch
node may vary. Details are described in respective section.

The data collection user must have administrator rights. For a Domain network, the user
must also be a member of the domain administrator group.

The recommended screen resolution is 1920x1200 (Height 1920, Width 1200)

If the control system is running in a Windows workgroup, and if the User Access Control
Remote Restrictions are enabled on the nodes in the network, it is mandatory to use the
built-in administrator account for data collection. If any other administrator account is to
be used instead of the built-in administrator account, it is required to disable the UAC remote
restrictions on all nodes, before deploying the data collector agent. Once the agent is
deployed, UAC remote restrictions can be enabled back (if this was the original state). UAC
remote restrictions can be disabled/enabled using MCS-DC Prerequisite tool. Refer to
Appendix G, Prerequisite tool for more details. Run the prerequisite tool in every node in the
workgroup network and make the nodes ready for data collection.

MCS-DC uses port number 23571 as default. Should you need to use a different port, refer
to Appendix A, How to change the default port number of this document. If MCS-DC detects
that the port that is chosen is already in use, a notification is shown, asking to change the
port number.

The node where MCS-DC is deployed must be reachable by IP Address from any other node
part of data collection.

2PAA120980D3000 P 14



2 Prerequisites
2.1 Common Prerequisites

—  Enable file and Printer sharing.

«  The procedure to “Enable file and Printer sharing” is different for legacy and modern
operating systems.
For modern operating systems, in allowed programs section under firewall settings,
click on change settings to enable the File and Printer sharing service for all networks
(Domain, Public and Private).

I

3
£

CERIT TR  OF
R RS [

HEEETTEE T (1

¥

i
J
i

Figure 2.1: File and Print sharing

« Incase of Windows XP, open Windows Firewall exceptions in the Control Panel and
enable “File and Printer Sharing”.
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2 Prerequisites

2.1 Common Prerequisites

Windows Firewall

General | Exceptions | Advanced

YWindows Firewall iz blocking incoming network, connections, except for the
programs and services zelected below, Adding exceptions allows some programs
towork, better but might increase your secunity risk.

Programs and Services:

M ame "

ABB.AS DC.SPDataCollector

Contral Builder F

File and Printer Sharing

W Freelance 9.2,/ dbg o

Freelance 9.2.7968 SP2

HASP LLM

Metwark, Diagnostics for wWindows <P

Remote Assistance

Remote Deskiop g

TMSYHC

11 IPWP Framewinrl !
| addProgam.. | [ addPot. ||  Edt. || Delete
Dizplay a notification when Windows Firewall blocks a program
Wwhat are the rizks of allowing exceptions?

(] 4 ] [ Cancel

Figure 2.2: File and printer sharing for Windows XP
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2 Prerequisites

2.1 Common Prerequisites

- Enable Windows Management Instrumentation (WMI).

The procedure to enable “Windows Management Instrumentation (WMI)” is different for
legacy and modern operating systems.

For modern operating systems, in allowed programs section under firewall settings,
click on change settings to enable the File and Printer sharing service for all networks
(Domain, Public and Private). Refer to Appendix K, How to check firewall settings for
WMI for more details.

o

|8+ Corival Panel » A8 Cortial Panel kami_» Weckows Frcesl » Mawed Frogram: | -

View  Toolr  Melp

Allow programs to communicate through Windows Firewall

To add, change, or remove sllowed programs and ports, chck Change settings.
----- -
Aliswad programe and festures
Mame Desnsin  Homa/Werk (Private)  Puble
o o a
[=] =] o
B ) =1
5] 5] 0
o o o
o o
o =] o
o (=] a
o o o
® Cl @
E] Cl @
B =] ]
Dwtasle .
Allires arusthes program...

Figure 2.3: Windows Management Instrument (WMI)

In case of Windows XP, go to Administrative Tool » Computer Management - Services
and Applications - WMI control. Right click on WMI control and select the tab Security.
Add the logged in administrator user if not present in Group or usernames section.
Enable the Remote enable permission for the user and click OK. For allowing WMI through
firewall, execute the command “netsh firewall set service RemoteAdmin enable”in a
command prompt.
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2 Prerequisites
2.1 Common Prerequisites

Q File  Action Wiew Window Help ;Iilil
1+ > ]

Q Computer Management {Local)
L—Jm System Tools
¥l [f]] Event Viewer

-] Shared Faolders
£ ¥4 Local Users and Groups Canfig
£

WMI Control Properties

| General | Logging | Backup/Restore | Security | Advanced |

£
e :
[ g Performance Logs and Alert: Eerg

Device Manager Namespace navigation allows you to set namespace specific security.

@ [ Root

i

=5 Storage

g Removable Storage

-l Disk Defragmenter

-l Disk Management
B--@ Services and Applications

Setvices
% WMI Control

[+

Security for Root

Indexing Service S ecurib
Y
il System
G[DUD Or User names:
!ﬁ Everone
€77 LOCAL SERVICE
!ﬁ NETwORK SERVICE
Permiszions for Admiristrators Allowy Deny
Execute Methods [ ﬂj Apply
Full##rite O
Partial 'write El &
Provider 'wite F -
Enable Account F
Fiemote Enable O v
For special permizsions o for advanced settings,
click Advanced

Apply

Figure 2.4: WMI for Windows XP

—  Turn on Network Discovery.

As shown in figure, enable network discovery for Domain and Private network profiles.

Allow apps to communicate through Windows Defender Firewall

To add, change, or remove allowed apps and ports, click Change settings.

What are the risks of allowing an app te communicate? Gchange settings

Allowed apps and features:

Mame Domain  Private Public *
Marrator CluickStart
[J Netlogen Service O O

Network ;

Mode Administration Service
OPC AE Event Cellector

QPC DA Connector

OPC Enum

[ Performance Logs and Alerts
Proximity Sharing

Remote Administration
Remote Assistance

W] Remnote Desktop

3]

KEEEREDORR X &

REEREDORRREE
EEORORRREE

Details... Remove

Allow another app...

Figure 2.5: Turn on Network Discovery

2PAA120980D3000 P



2 Prerequisites
2.2 System 800xA

Itis important to revert all the changes made as part of prerequisite settings, after completing
the data collection.

on each node and assists the user in installing them, if they aren't. Changes can be rolled back

n A tool is created for System 800xA and Freelance that checks whether prerequisites are met
using the tool after data collection. Refer to Appendix G, Prerequisite tool for more details.

2.2 System 800xA

Refer to Section 2.1, Common Prerequisites for common prerequisites applicable to all system
families. The following sections describe the prerequisites specific to System 800xA.
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2 Prerequisites
2.2 System 800xA

2.2.1 InDomain:

—  Microsoft®.NET Framework 1.1 or above.

' Registry Editor

File Edit Wiew Favorites Help

F-_] Exchange &| | name Type | Data

B+ Fusion (DeFauIt) REG_SZ (value not set)
(-] HostMIB (8] Instal REG_DWORD 000000001 (1)
B IE Setup [B8)ocm REG_D'WORD 000000001 £1)
-0 4 [24)=p REG_DWORD 00000001 (13
- IGMPMibAgent

] TMAPT

:I--{:l InetMgr

[
B0 Inetstp

B0 Intelligent Search

-2 Internet Account Manager
{:l Internet Conneckion Wizar
I:I--{:l Internet Domains

- Internet Explorer

B0 IPMulkicastMibagent
{21 1PSec

-0 Jet

-] LANManagerMIEZAgent
-1 MediaPlayer

[]—-{:l Messenger Service

[+ MMC

7] MMCtsFarlE

E-Z1 Mobile

-1 MS Design Tools
B0 M3 Setup (ACME)
F-{Z3 MsDTC
-1 MSE
F-] MSFTPSWC
[

[

[

[+

[

7-{_7] MsLicensing
-] MSMQ
7-[_] MSOS0AP
f-_7] M3S0aF
7-_] Mulkimedia

=1 v1.0.3705
- 1033

Fe-_1 NetDDE
[ Netsh 57
I

|My ComputertHKEY_LOCAL_MACHIME,SOFTWARE \Microsoft\MET Framewaork SetupiMDPYv1. 1. 4322

Figure 2.6: .NET Framework 1.1

— Useraccounts and passwords with administrative rights are required for all 800xA computers.

— User account must be part of IndustriallTUser group for System 800xA version lower than
6.2. For the versions 6.2 and above, user must be part of user group in which System 800xA
users are configured.

—  Thelaunch node of MCS-DC must be part of a running System 800xA.

- MCS-DC will not collect data on nodes that have installed HP disk driver version 6.26.0.64
(hpcisss2.sys) or lower.

— Makesuretorevert all the changes done as part of the prerequisite settings after completing
the data collection.
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2 Prerequisites

2.2 System 800xA

2.2.2 InWorkgroup:

—  Microsoft®.NET Framework 1.1 or above

' Registry Editor

File Edit Wiew Favorites Help

Kl

H-{_] Exchange

/L1 Fusion

7-[_] HostMIB

7] IE Setup

H-[_] IE4

7] IGMPMibAgent

{7 MAFI

E-L] InetMgr

B0 Inetstp

B0 Intelligent Search

-2 Internet Account Manager
{:l Internet Conneckion Wizar
I:I--{:l Internet Domains

- Internet Explorer

B0 IPMulkicastMibagent
{1 IPSer

-0 Jet

-] LANManagerMIEZAgent
-1 MediaPlayer
[
[

o O e IO O e O W

]—-{:l Messenger Service
J-C MMC

7] MMCtsFarlE
E-Z1 Mobile

-1 MS Design Tools
B0 M3 Setup (ACME)
-2 MSDTC
-1 MSE
F-] MSFTPSWC
-7 MsLicensing
B0 M3MG
-0 MS0S0AR
[ e
E-C Multimedia

=1 v1.0.3705
- 1033

[

Fe-_1 NetDDE
[ Netsh _I;l
I

Mame Type | Daka
(DeFauIt) REG_5Z {walue not set)
Install REG_DWORD 000000001 (1)
[f8]ocm REG_DWORD 000000001 (1)
S REG_DWORD 0x00000001 (1)

|My ComputertHKEY_LOCAL_MACHIME,SOFTWARE \Microsoft\MET Framewaork SetupiMDPYv1. 1. 4322

Figure 2.7: .NET 1.1 or above

— UAC Remote restrictions must be disabled on all nodes in the workgroup network. UAC
remote restrictions can be disabled/enabled using MCS-DC Prerequisite tool. Refer to

Appendix G, Prerequisite tool for more details.

— Useraccounts and passwords with administrative rights are required for all 800xA computers.

— User account must be part of IndustriallTUser group for System 800xA version lower than

6.2. For the versions 6.2 and above, user must be part of 800xA user group.
—  The node that runs this collection tool must be a part of running System 800xA.

—  MCS-DC will not collect data on the nodes which has HP disk driver version of 6.26.0.64

(hpcisss2.sys) or lower.
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2 Prerequisites
2.3 Freelance System

- Itisimportant to revert all the changes made as part of prerequisite settings, after completing
the data collection.

n Basic mode data collection is not supported for System 800xA in Windows workgroup network.

2.3

Freelance System

Refer to Section 2.1, Common Prerequisites for common prerequisites applicable to all system
families. The following are the prerequisites for freelance data collection. The prerequisite tool
described in Appendix G, Prerequisite tool shall be used to check and install the prerequisites
mentioned below, in each Freelance node in the network. Once data collection is complete, the
tool can be used to roll back changes.

—  Microsoft®.NET Framework 2.0 Service Pack 1 or above. Installed .NET version can be checked
under the path HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\NETFramework
Setup\NDP\v2.xx\Full.

' Registry Editor

File Edit Yiew Favorites Help

< MMC

MEDE

MSF

al

Mobile
MpSigStub
MSBuilel

oo L MSMO

o 1L MISN Apps
MSSQLServer
Multimedia
NapServer

2. NET Framework Setup

4 MDY

MediaCenterPeripheral
MediaPlayer
MessengerService

oo L Migwiz

MSDTC

CDF

. w2.0.50727

1028

Mame

I"'\\\/evsinr\

Type Data
25 (Default) REG_ST fualue not set)
REG_DWORD 0x00000001 ¢1)
REG_SZ 5420
REG_DWORD 0x00000001 (1)
REG_DWORD 0x00000001 (1)
REG_DWORD 000000003 (2
REG ST 3.0.50727.5420

Figure 2.8: .NET Framework version

—  Start Windows Services application and verify that the Service "Server" is running. It must
be running, and its startup time must be automatic. Refer Section J, How to enable Windows
administrative share access for more details.

* Services

File  Action

&= |EE -

e

Help
S H=E w0

(i, Services (Lacal)

7 Services (Local)

Server

Stop the service
Pause the service
Restart the service

Description:
Supports file, print, and named-pipe
sharing over the netwaork for this
computer, If this service is stopped,
these functions will be unavailable. If
this service is disabled, any services
that explicitly depend on it will fail to

start.

Marne

4 Secondary Logon

& Secure Socket Tunneling Protocol Service
G Security Accounts Manager

S Security Center

£, Sentinel Keys Server

5 Sentinel Protection Server

(% Sentinel Security Runtime

£ Shell Hardware Detection
£ Smart Card
54 Smart Card Removal Policy

Figure 2.9: “Server” running in Windows services
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2 Prerequisites
2.3 Freelance System

— Disable User Account Control Remote Access Restrictions. In order to disable the UAC remote
accessrestrictions, create a new registry key LocalAccountTokenFilterPolicy of DWORD type
the path HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows

\CurrentVersion\Policies\system\LocalAccountTokenFilterPolicy and provide the value as
1. This setting can be reverted once the data collection completes.

—  If Freelance client nodes have Windows XP and are in a workgroup, then do the following
registry settings in those nodes:

1. Open registry by running the command regedit.exe

2. Expand HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control.
3. Select Lsa.

4. Change the value for the forceguest DWORD to O:

—  User accounts and passwords with administrative rights are required for all Freelance
computers. Enter the user credentials in computer name\ Username format.

— Launch MCS-DC on Freelance engineering client. If MCS-DC is launched on any other Freelance
computer, then Freelance Engineering client will be skipped.

- MCS-DC will not collect data on nodes that have installed HP disk driver version 6.26.0.64
(hpcisss2.sys) or lower.

— Make suretorevertall the changes done as part of the prerequisite settings after completing
the data collection.

Make sure that no external GPS clock is connected to the Freelance system for time
synchronization. In rare cases, it is observed that the precision of the time signal changes during

system scan, it may be prudent not to collect performance data in this case.
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2 Prerequisites
2.4 S+ Operations

2.4 S+ Operations

Refer to Section 2.1, Common Prerequisites for common prerequisites applicable to all system
families. The following software is required for installation and operation of S+ Operations Data
Collector.

— .NET Framework 4.0 and above.

i Regitry Editor o 1
File Edit View Favorter Help

MTFingutType Deta

MTFKeybeardMappings [value not set)

e 00000

{ ~ HET Framewor Setup

w COF

Mon-0
Hoteped
L+ ):1a
OEM
Dffice
b

it Saggnin

ok B v

:'-_'cwulrr-_h{['\'_l OCAL_MACHMNESOFTWARE Microsoft NET Framework Setup\ NDPwi Full i

Figure 2.10: .NET Framework 4.0 and above

—  Enable administrator share access in windows. To enable the administrator share access
refer Section J, How to enable Windows administrative share access.

— Itisimportant to revert all the changes made as part of prerequisite settings after completing
the data collection.

2.5 Harmony controllers

—  MCS-DC must be launched on a node that can reach the Control Network; the suggestion is
to execute it in S+ Engineering Servers, or S+ Engineering Clients.

— HAPIisinstalled and can connect to configured ICI (IET800). IET800 is mutually exclusive for
MCS-DC for the duration of data collection (MCS- DC connects to IET800 in exclusive mode).

- MCS-DC launching node must have .NET Framework 4.5.2 or above.

—  Microsoft Visual C++ 2012 Redistributable(x86) -11.61030 or C++ 2015 Redistributable(x86)
-14.26.29910 is installed.

— HAPIis licensed based on version being installed/used.

—  To collect Lifecycle information browsing a Composer Harmony project (*.epb file) data
collection must be necessarily done on Composer Harmony's (S+ Engineering) node.
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2 Prerequisites
2.6 Advant Master controllers with System 800xA HMI

2.6 Advant Master controllers with System 800xA HMI

© O

Microsoft® .NET Framework 2.0 Service Pack 1 or above.

Online Builder must not be running and should not be started while data collection is in
progress. This is valid for all the system variants.

Starting the Online Builder during execution of MCS-DC will result in incomplete data
collection.

In case selected target node does not have Microsoft® .NET Framework 2.0 Service Pack 1
or higher, select another node, possibly non-critical for plant operation. There is a rare
possibility and low risk of application conflicts because of two different versions of
Microsoft® .NET Framework running in the same node. Once you choose the node, download
and install the Microsoft® .NET Framework 2.0 Service Pack 1 on this node and run the
MCS-DC tool.

The .NET Framework version of the MCS-DC launch node must be same or lower than the
.NET Framework version installed on the data collection nodes. Data collection will fail for
the nodes with higher .NET Framework version.

In the event that the controller load exceeds 80% or the controller has been locked by another
user, MCS-DC will skip the data collection from the Advant Master controller.

2.7 Melody Rack controllers

Microsoft® .NET Framework 3.5 SP1 or above.

2.8 Advant MOD 300

Exported System or Project configuration fileis an important prerequisite to collect lifecycle
data for MOD 300 System.

Microsoft® .NET Framework 2.0 Service Pack 1 or above is required for the MCS-DC to run.
This is not supplied with the MCS-DC package. User is requested to download it from the
Microsoft website.

The MOD API must be installed in the MCS-DC launch node.

2.9 Procontrol P13 controllers

Microsoft® .NET Framework 2.0 Service Pack 1 or above is required for the MCS-DC to run.
This is not supplied with the MCS-DC package. User is requested to download it from the
Microsoft website.

Exported System or Project configuration file is an important prerequisite to collect lifecycle
data for Procontrol P13 hardware. Please note, in the exported P13 Source file (.CSV), the
text separator must be double quotes (“) and the field separator should be comma (,). For
more details refer Appendix C.
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2 Prerequisites
2.10 QCS with System 800xA HMI

2.10 QCS with System 800xA HMI

—  Microsoft® .NET Framework 2.0 Service Pack 1 or above is required for the MCS-DC to run.
This is not supplied with the MCS-DC package. User is requested to download it from the
Microsoft website.

—  Latest config.xml file from QCS connectivity server.

2.11 Non-ABB System (Security Data collection)

—  Microsoft®.NET Framework 3.5 Service Pack 1 or above is required for Non-ABB security data
collection. This is not supplied with the MCS-DC package. User is requested to download it
from the Microsoft website.

—  Make sure Windows Management Instrumentation (WMI) service is running in Windows
services list. If not, start it.

—  Enable Windows Management Instrumentation (WMI) in Windows firewall exemption list on
all the nodes.

2.12 VMware Server Health Data

— Inorderto collect VMware server health data, VMware performance counters must be enabled
in each VMware server. These counters are about VM memory and VM processor. These
counters are usually enabled, but it is suggested to check that they are really available.

@ File  fickinn Mlindmin Haln
‘@- —Available counters
Re
= “ Select counters from computer;
l <Local computer = :] Browse. .. I
= 5 Yideo Scheduler [ _‘_I
B
& L
¥M Processor
=g WFP

Figure 2.11: VM Performance Counters

It has been observed that, at times, VMware provides inconsistent results. To overcome this,

n MCS-DC has a data collection retry option that can be enabled to guarantee that a certain
number of retries is performed. Select settings (gear icon in the top-right corner of the screen)
and select “Collection Retry” tab.

The number of retries can be selected to be between one and six; in addition, a time-interval
between retries can be selected too (minimum thirty seconds, maximum two minutes).
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2 Prerequisites
2.13 ABB cyber security guidelines

General Communication Collection Retry AC BOOM

dion Retry

Figure 2.12: Collection Retry

2.13 ABB cyber security guidelines

Below suggestions are provided to comply with ABB cyber security guidelines:

For complying with ABB minimum cyber security guidelines, it is recommended to launch
MCS-DC on a less privileged node, run as administrator and provide required credentials to
access other computers on the network.

It is recommended to use the secured communication for data collection. Refer to Appendix
B, Configuring Secured Communication for details on secured communication configuration.

It is recommended to use TLS versions 1.2 or above on the MCS-DC launch node. If the
recommended TLS version is not supported or available on the launch node, please find a
suitable launch node before running MCS- DC to make communication secure.

User will be warned and acknowledgment will be required to proceed with data collection
when TLS version is less than 1.2 or weaker cyber suits are found on the launch node.

It is recommended to have an Anti-virus installed on the node where MCS- DC is launched.

2.14 Effects on cyber security policies

MCS-DC execution may trigger cyber security warnings. Examples of this are:

Executing the tool could trigger alarms in network anomaly detection systems. An allow-listing
solution could block execution of the tool

Refer to the documentation of the cyber security solution(s) or consult the service
organization which implemented the cyber security solution(s) to determine the possible
impact and possible measurement(s) to be taken to overcome any negative impact when
operating the tool.

All needed services, user rights and needed open ports are documented in Section 2,
Prerequisites and Section 4, Data Collection in this user manual.
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3 Setup and Maintenance
3.1 Installing MCS-DC

3 Setup and Maintenance

The procedure for installing, updating, and removing the MCS-DC is described in this section.

Download the latest version of MCS-DC from ABB library. Optionally, users can verify the
authenticity of the downloaded package using its hash value provided with the package. For
more details on hash verification, refer to Appendix E, SHA256 Hash verification.

3.1 Installing MCS-DC

MCS-DC can be installed manually or via System 800xA system installer.

If MCS-DC is installed via System 800xA system installer, update to a newer version is possible
only via a newer version of system installer. The same applies to uninstalling MCS-DC.

Ensure that all the prerequisites mentioned in Section 2, Prerequisites, are met before installing.

@ O

3.1.1 Manual Installation
Execute the following steps to install the MCS-DC manually:

1. Copy the downloaded package to the computer node where MCS-DC is to be installed and
unzip the package.

2. Right click on ABB.MCSDataCollector.Installation and run it as Administrator.

ThisPE o+ Lol Dok (G » MES - OC vE0Bcla2 + TRAADIIIZ MCS-DC 30 Beta » TRAADIITIZ MCS- D w30 Beta?

v g Ouick acceit
I Desktop
& Cownlowds Lok

Documents el

Lib
Ligenss Agreement

= Pictures Helease Motes
Tonts
User Manual
I3 ssp csomaconectar nstabation

Figure 3.1: MCS-DC installation package
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3 Setup and Maintenance
3.1 Installing MCS-DC

3.

4.

Starting with version 2.10, MCS-DC supports data collection from Japanese language systems.
Select the applicable language on the installation wizard and click Next, as shown in Figure

3.2

"".“ n = My Control System - Data Collector Installation

®) English B

Welcome to the Installation wizard for My Control System - Data Collector

This wizard will allow you to install, update or uninstall My Control System - Data Collector, click Next.

Copyright @ 2020 - 2025 ABB. All rights reserved,

Next Cancel

Figure 3.2: MCS-DC Installation Wizard

Select Install option and click Next, as shown in Figure 3.3.

My Control System - Data Collector Installation

Click ‘Next’ to continue with the installation..

Options:

® Install

Back Next Cancel

Figure 3.3: MCS-DC Installation
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3 Setup and Maintenance
3.1 Installing MCS-DC

5. Version information will appear on the screen. Click Next to continue.

My Control System - Data Collector Installation
The following component will be installed. Click Next to continue.
Component
New Version Status
My Control System - Data Collector 3.0.00000.634 Not Installed
Back Next Cancel

Figure 3.4: Version details

6. Installation begins. Once completed, click Finish to exit the wizard.

My Centrol System - Data Collecter Installation
My Control System - Data Collector installed successfully
Component
New Version Status
My Control System - Data Collector 3.0.00000.634 Installed
Click Finish to exit the wizard
Finish

Figure 3.5: Installation completed

7. Proceed with the data collection as described in Section 4, Data Collection.
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3 Setup and Maintenance
3.1 Installing MCS-DC

3.1.2

Installation via System 800xA system installer

Alternatively, the System 800xA users shall utilize the system installer functionality to install the
MCS data collector. MCS Collectors and Forwarder are integrated into the System 800xA media

since version 7.0. To install MCS-DC using the system installer, follow the steps below.

1.

In 800xA system installer, select the system function MCS Data Collector under Lifecycle

Service and click OK.

Bl oA System instalker

Spatemm nantans [rep—

System Functions

3 . MCS DataCollector Description
Inginesring
tata, freem warveass ASE

Distrituted Cantrol Syatems line $00RA. Freslance, G+ Operation

Atecycle Service

Jperations

Y r——

Figure 3.6: Select the system function MCS Data Collector.
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3 Setup and Maintenance
3.1 Installing MCS-DC

2. Asshownin Figure 3.7 as soon as it is added to the list of system functions, the MCS Data
Collector will appear as deployed even before it is deployed. Ignore this status and proceed
to the next step.

6 Booxa system mstaller
S 1stallation
System functions  System nodes

INCTION PROPERTIES STATUS

Edit functions

Figure 3.7: System functions list

3. Under System nodes tab, select a node with client node role, where MCS-DC is to be installed.
Click on Allocate function and select the MCS Data Collector as shown in Figure 3.8. Click
OK.

Spute functioen  Byatem aoden

TR (VA0S -

Mllacate application and sendcs functions

Client

800xA Base System

Lifecyrie Sarvice

-

Figure 3.8: Node function
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3 Setup and Maintenance
3.2 Updating to a New Version

4. Install MCS-DC by clicking on the Deploy system button.

Figure 3.9: Deploy system

3.2 Updating to a New Version

This section describes the procedure for updating the MCS-DC.

of system installer for updating the MCS-DC. Manual update (procedure mentioned below), is

If MCS-DC was installed via System 800xA system installer, follow the standard update procedure
not possible if the previous installation was done via system installer.

Ensure that any running instance of MCS-DC must be closed prior to the update and the data
collection is not scheduled to run during the update process.
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3 Setup and Maintenance
3.2 Updating to a New Version

1. Copythe MCS-DC packageinto the local disk (hard disk drive partition for Operating System)
of the system where the MCS-DC has to be installed. Unzip the package.

2. Find the MCS-DC installation file ABB.MCS-DC. Installation in MCS-DC folder, right click and
run it as Administrator. ABB MCS-DC Installation Wizard opens, select Update and click Next
to continue.

My Contrel System - Data Collector Installation

Select an option to continue..

Options:

e Update

Uninstall

Back Next Cancel

Figure 3.10: ABB MCS-DC Installation Wizard

If periodic data collection is configured and running, user will be notified that the data
collector service will be stopped to continue with the update process.

Update is not possible if data collection is scheduled to run within an hour during the
update. This will be notified to the user and the update window will be closed.
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3 Setup and Maintenance
3.2 Updating to a New Version

3. New and installed version will appear on the screen. Click Next to continue.

a Collector Installation

The following component will be updated. Click Next to continue.
Component
New Version Installed Version
My Control System - Data Collector 3.0.00000.659 3.0.00000.636
Back Next Cancel

Figure 3.11: New and installed version

4. Update begins. Once the update is completed click Next to continue.

My Control System - Data Collector Installation

The following component will be updated. Click Next to continue.

Component

New Version Installed Version

My Control System - Data Collector 3.0.00000.659 3.0.00000.636

Do you want to Continue?

MCS-DC service is running. It needs to be stopped
for updats. Canfim to proceed

TH o

Back Next Cancel

Figure 3.12: Update in progress
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3 Setup and Maintenance
3.3 Uninstalling MCS-DC

5. Uponcompletion, the update status will be displayed. Click Finish to close the update window.

AL b Eb

% EPEP My Control System - Data Collector Installation

The following product will be updated. Click Nextto continue.
Product

New Version Installed Version

My Control System - Data Collector 3.0.00000.773 3.0.00000.747

Back Hext Cancel

Figure 3.13: Update successful

3.3 Uninstalling MCS-DC

This section describes the procedure for uninstalling the MCS-DC manually or via System 800xA
system installer.

@ MCS-DC should only be uninstalled through the MCS-DC installation wizard. It shall not be
uninstalled from Windows Add/Remove programs
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3 Setup and Maintenance
3.3 Uninstalling MCS-DC

3.3.1 Manual Uninstallation

1. Launch the MCS-DC Installation Wizard (refer to Step 1 to Step 3 of Section 3.1, Installing
MCS-DC). Click Next to continue.

2. Select the language and click Next, to continue.

My Control System - Data Collector Installation

® English H#E

Welcome to the Installation wizard for My Control System - Data Collector

This wizard will allow you to install, update or uninstall My Control System - Data Collector, click Next.

Copyright © 2020 - 2025 ABB. All rights reserved.

Next Cancel

Figure 3.14: Select the language

3. Select Uninstall option and click Next, as shown in Figure 3.15.

My Contreol System - Data Collector Installatien

Select an option to continue..

Options:

Update

@) Uninstall

Back Next Cancel

Figure 3.15: Install Shield Wizard
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3 Setup and Maintenance
3.3 Uninstalling MCS-DC

4. A confirmation window appears. Click Yes to continue.

= My Control System - Data Collector Installation

The following component will be uninstalled. Click Next to continue.

Component

Installed Version

My Control System - Data Collector 3.0.00000.550

Do you want to continue?

MCS-DC will be uninstalled. Do you wantto
continue?

Back

Status

Installed

Next

Cancel

5. Uninstallation begins. Click Finish to complete the uninstallation, as shown in Figure 3.16.

My Control System - Data Collector Installation

The following product will be uninstalled. Click Next to continue.
Product

Installed Version

My Control System - Data Collector 3.0.00000.747

Back

Figure 3.16: Uninstallation completed
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3 Setup and Maintenance
3.3 Uninstalling MCS-DC

3.3.2 Uninstallation via System 800xA system installer

If MCS-DC was installed via System 800xA system installer, it can only be uninstalled via system
installer. Follow the procedure below.

1. Select System nodes tab in system installer and right click on MCS Data Collector. Select
Manually remove option as shown in figure.

Figure 3.17: Remove from system nodes

2. Click Continue in the next two screens and then click Finish.

Syt fnctions  Syviem nodes

A iicite o S o

Figure 3.18: Actions to manually resolve
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3 Setup and Maintenance
3.3 Uninstalling MCS-DC

3.

Repeat the steps above after selecting the tab System functions.

.

atrmiunction  Syiten noie

Figure 3.19: Remove from system functions

Close the system installer and run ABB.MCSDataCollector.Installation.exe from

C:\ProgramData\ABB Control Systems\LMR\MCS DataCollector. Follow the instructions on
the installation wizard to complete the uninstallation.

Figure 3.20: Uninstall wizard
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4 Data Collection
4.1 Basic Mode Data Collection

4

4.1

Data Collection

Upon successful installation, the MCS-DC launcher can be located in C:\Program Files
(x86)\ABB\ Service Products\DataCollector.

| 4 || = | DataCollector B
Home Share View o

« v H » ThisPC > Local Disk (C:) » Program Files (x86) » ABBE > Service Products » DataCollector v & Search DataCollector p

Mame Date modified Type Size
#t Quick access

[ Desktop
& Downloads

PM  File folder
PM  File folder
PM  File folder
pplication 175KB
. CONFIG File 2KE

Bin 12
MCS_DC_Launcher_Support_Files 12

Tools 2
[ Documents MCS-DC_Launcher 12/
=] Pictures 7 MCS-DC_Launcher.exe 12/

30

3.0 Build

Installation

MCSDataCollector

[ ThisPC

[ Desktop

|5 Documents
& Downloads

D Music

&=| Pictures

& Videos

‘i, Local Disk (C:)

¥ Metwark

5 items D.
Figure 4.1: MCS-DC Launcher

MCS-DC has two modes of operation
— Basicmode

- Advanced mode

Basic Mode Data Collection

This mode is intended for users who prefer ease of use and minimal user interaction. In this
mode, MCS-DC identifies the HMI and controller systems automatically. User will not have much
of the customizable options (like choosing only performance data or lifecycle data, choosing
only specific nodes for data collection, etc.). If the system could not be identified automatically,
users have option to switch the collection mode from basic to advanced.

Basic mode is not supported for System 800xA in Windows workgroup network. Users are
prompted to switch to Advanced mode data collection. Besides, for System 800xA in workgroup
network, periodic data collection will be enabled by default. However, the instant collection
feature allows users to override periodic collection and collect data on demand. Refer to Section
4.3, Periodic Collection Configuration for further details.

Depending on the HMI/Controller, MCS-DC launch nodes may vary. Refer to the respective sections
for more details.

2PAA120980D3000 P 41



4 Data Collection
4.1 Basic Mode Data Collection

4.1.1 Language and System Selection
Follow the steps below, to start the data collector and select the language and the System.

1. Double-click the MCS-DC_Launcher.exe, to launch the tool.

Run and continue. Refer to Appendix I, The Microsoft Defender SmartScreen for more
details.
In the event that the release date of MCS-DC is 180 days older than the launch date, the

user will be notified that there is a newer version available in the ABB library. Nevertheless,

n If a Microsoft Defender SmartScreen popup appears when MCS-DC is being launched, click
n the user will not be prevented from launching the product and collecting data.
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2. MCS-DC tool runs the below checks on the launch node. The green tick marks refer to
successful checks, and a red cross mark indicate the failed ones. User must fix the issue and
re-launch the MCS-DC tool.

— .NET Framework version check

If the .NET Framework version is 1.1 or above, then this check is passed and the latest
version of MCS-DC will be launched for data collection.

If the .NET Framework version is lower than 1.1, then this check is failed and MCS-DC
version 1.9.x will be launched for data collection. Please refer MCS-DC 1.9.x user manual
for data collection procedure.

—  Prerequisites check

Below prerequisites are validated. User can proceed for data collection only if these
checks are passed.

. User privileges check, checks if the MCS-DC is launched in the user account with
administrator privileges.

. System drive launch check, MCS-DC tool must be launched only from the local disk
drive of the launch node.

«  Required disk space check, free disk space of at least 500 MB must be available on
the disk drive from which the MCS-DC is launched.

A== My Control System - Data Collector

MCS-DC

e English BA&SE

User privilege check
Disk space check

MCS-DC launch drive check

® New collection Merging of data files

Close Launch

Figure 4.2: .NET Framework version check and Prerequisite check status

3. Starting with version 2.10, MCS-DC supports data collection from Japanese language systems.
Click on the Launch button after selecting the preferred language.
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4. Provide the System ID, full name of the user (Collected by) and password. Note that special
characters are not allowed in the 'Collected by’ field. The password will be used for encrypting
collected data and create system data file. Decryption of the collected data is possible only
at 3 places, namely, My Control System web, My Control System On-premise and My Control
System Portable. To use the system data file at My Control System Portable, the user needs
to enter the same password, which is entered here, to decrypt the data. So, remember this
password. Once all the required inputs are provided, select Basic Mode (default selection).
Upon clicking on the Scanbutton, validation of System ID and Collected by fields are executed.
Tick mark appears if validation succeeds and cross marks appear when validation fails against
respective fields. Correct the errors and click on the Scan button to proceed further.

MCS-DC

-._[_.'Please re-enter the password
System ID 9

SID1234

Collected By

test

Provide password for encryption (Enter between 8-16 character)

sataEd ®

Re-enter password

am\aaaaal &

# Basic Mode Advanced Mode

In Basic mode the System is detected automatically. Basic mode is supported only for System
800xA and Freelance. For any other system use Advanced mode. There is one exception: in case
of System 800x4 with Harmony Rack or Procontral P13 or Procontrol P14 switch to Advanced
mode. Select*Scan” to continue.

CLOSE Scan

Figure 4.3: User Credentials
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4.1.2

Click Scan button to start the system scan. This results in the identification of the HMI, the
controller and the system version etc. A progress bar is shown to indicate the scan status.
This operation may take a few minutes to complete, as it depends on the size of the system.

ABE  wyconuol System - Data Collector

i Cotectionfor 7 Confguration wizard. SID12M45 Tost & i

1 for 800xA....

Figure 4.4: System Scan

After the scan is successfully completed, details of HMI, controllers and system version are
displayed.

Input Configuration

System 800xA

For 800xA HMI data collection, MCS-DC can be launched on any 800xA node. Depending on the
connects, below are the launch nodes for various connects.

Basic mode is not supported for 800xA HMI with Harmony Rack controllers and 800xA HMI with
Procontrol P13/P14 controllers.

800xA HMI with AC 800M controllers:
Any 800xA node

800xA HMI with AC 70, 110, 160 controllers:
Any 800xA node

800xA HMI with Freelance controllers:
Any 800xA node

800xA HMI with AC 410, 450, MP, SG 400 controllers:
Any 800xA node

800xA HMI with Melody Rack controllers:
Any 800xA node which is part of Onet network. Additionally, CSE_Config has to be
synchronized in all the 800xA nodes

800xA HMI with MOD 300 controllers:
Any 800xA node

800xA HMI with QCS controllers:
Any 800xA node with QCS connect
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The procedure to export system configuration files that are required for data collection can be
found in Appendix D, System configuration export.

1. Clicking on the Continue button will take to Configuration Wizard where the user needs to
provide necessary input parameters required for data collection. The first input screen is IP
range input for the nodes that are not part of Node Admin structure of 800xA.

Users can switch the collection mode from basic to advanced, by clicking 'Switch to Advanced
mode' button.

2. All HMI and controller nodes will be detected by MCS-DC from Node Admin Structure and
their respective IP's will be read automatically. Enter only the range of IP's related to other
computers for which MCS-DC needs to collect data and are not part of the Node Admin
structure. This is only an optionalinput. If there are no IT assets, other than HMIl and Controller
nodes, user can proceed without providing IP range.

ABRE Wy conmol System - Daa Collector

I Coectionfor # Contigurstion Wieard souMiTet @ i

Figure 4.5: IP range Input

3. Provide the IP range and click on Add button. User can provide multiple ranges too. Larger
the range of IP's, more time will be taken by MCS-DC to complete the node scan. Hence, it
is better to provide specific range related to required computers. For these nodes, lifecycle
and security data can be collected.

B Colectonior onfquratcn werard STt @ i

e

Figure 4.6: IP Details
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4.

If a wrong IP range is added, there is option to remove that. To remove, select the added IP
range by clicking on it and then click on the Remove button. For these nodes, lifecycle and

security data can be collected.

B Colectionfor 7 Cofguaiion Wizard somMsTes @ i

Figure 4.7: IP Range Input

Click on the Continue button to proceed. There is option to go back to the previous window

in each step of the configuration.

Next input is User Credentials. As appropriate, provide the Username and Password in the
format 'domain name\username' or'.\username', depending on the type of network (domain
or Workgroup) used. Alternatively, select a user account from the drop-down list that has

the necessary privileges for data collection. The required user privileges are outlined in

Section 2.2, System 800xA. Click the Add button.

ABB My conol System - Data Collector

# Comemntr # Comourstion Wasea somsTes | B 0
User Credentials @)

Piease prvkde e User names and passwords {0 atcess S il modes fe dafs cobecton

‘Salectud 1 Ranga

1 Crendentials User Crendentinis for Full Access

Figure 4.8: User Credentials
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7. Thereisoptiontoremove the added credentials. Toremove, select the added credential and
click on the Remove button.

ABE My Control System - Data Collector o iy

# Comcwator 2 Contouratn Wizard souETe @

User Credentials

Sefected P farge

Figure 4.9: User Credentials
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8. If the System 800xA is configured with AC 800M no input settings are needed for collecting
performance and lifecycle data from AC 800M controllers. Controller crash files are collected
from both primary and backup Connectivity Servers; the maximum size of files that are
collected can be selected. Click on settings (the gear icon in the top right corner) and select
the tab AC 800M. From drop down menu, select the maximum size for the collection file.

Crash file collection is enabled by default with a maximum file size of 15 MB. Other possible
choices are 5, 10, or 20 MB maximum. File collection can be disabled by unchecking the
provided checkbox.

By default, AC 800M controller data is collected by MCS-DC using AfwOPCDASurrogate
service. As this is a licensed service, if the license is not present in the system, an error
message will be displayed in all HMI nodes. Alternatively, users may choose

ABB.AfwOpcDaServer service instead, by selecting the drop-down menu shown below.

General Communication Collection Hetry AC BDOM

= | Collect AC BOOM crash Niles

Crash file maximum sice = » ME

OPCServers ABB AtrOpeDaSurrogats 1 w

Apply Cancel

Figure 4.10: Crash File Collection Settings

2PAA120980D3000 P 49



4 Data Collection
4.1 Basic Mode Data Collection

10.

If the System 800xA is configured with AC 70, 110, 160 connect, the below input screen for
AC 70,110, 160 appears. Click the Browse button to select the AC 70, 110, 160 project export
folders. Once the project export folder is selected, all the available project export (.BAX) files
are listed under Available section. The most recent export (.BAX) file is auto selected and is
listed under Selected section. There are options to move the export files from Selected
section to Available section and vice versa. Move the required export files to Selected section
and click Continue to proceed (Refer to Appendix D, System configuration export for exporting
system configuration files.).

aAnm = y=tem - Data Collector
ABE 1y conmol system. Data Collect

ACTO.110. 160 Inputs @

Selected

Fie Pain Date & Teme

o e ey

Figure 4.11: AC 70, 110, 160 Inputs

If the System 800xA is configured with Freelance connect, the below input screen for Freelance
appears. Click on the Browse button to select the Freelance project export folder. Once the
project export folder is selected, all the available project export (.csv/.csvs) files are listed
under Available section. The most recent export (.csv/.csvs) fileis auto selected and is listed
under Selected section. There are options to move the export files from Selected section to
Available section and vice versa. Move the required export files to Selected section. If the
selected project export file type is .csvs, project export file decryption key has to be provided
in the decryption key field (refer to Appendix D, System configuration export for exporting
system configuration files).

Figure 4.12: Freelance Input
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11. Engineering node IP: Scroll down the screen to enter the Engineering client node IP, user

credentials and click Add.

ABB 1y conrol Sytem - D

W Cobecoomior

Finveme Foe b Demt i

Decayston oy

SO g Caloction. | @

Figure 4.13: Engineering node IP
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12.

If the System 800xA is configured with Melody Rack connect, the below input screen for
Melody Rack appears. Provide the below inputs and click Continue to proceed (refer to

Appendix D, System configuration export export for exporting system configuration files).

a. QCS controllers:

Melody Island Devices: Click the Browse button to select the Melody Island Devices

Export file. Ensure to export the latest melody Island deice file that is synced with the

latest hardware structure.

b. CSE_Conf File

Click the Browse button to select the Current CSE_Conf File

c. Asset Export Folder

Click the Browse button to select the Asset Export Folder

d. Composer Melody node IP Address
Enter the IP Address of S+ Engineering Server, where Composer Melody is installed.

e. UserName

Provide the Composer Melody node username

f. Password

Provide the Composer Melody node password

ARBB W Contol Systerm - Dots Collector

i Comsctionfor 7 Configuration Waaed

Melaiy Rack @)

Welody 5land vices

CSE Conl e

SID1245 Taxt

Figure 4.14: Melody Rack
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13. If the System 800xA is configured with MOD 300 connect, the below input screen for MOD
300 appears. Click the Browse button to select the latest ATF file, taken from AdvaBuild
engineering node. Click Continue to proceed (refer to Appendix D, System configuration
export export for exporting system configuration files).

ABB My Control System - Data Collactar

SIOVZ Towt [ ] i

= =3

Figure 4.15: MOD 300

14. If the System 800xA is configured with QCS connect, the below input screen for QCS appears.
Select the relevant QCS version in the QCS Version drop-down list. The correct version should
already have been identified, if MCS-DC is running on a computer that has the QCS software
installed. Verify the identified QCS version.

Figure 4.16: Configuration Wizard

2PAA120980D3000 P 53



4 Data Collection
4.1 Basic Mode Data Collection

15.

16.

Click on the Browse button to select the QCS folder where the latest joconfig.xml files are
stored. The joconfig.xml files will be available in the project directory of the QCS Connectivity
Server, which is usually “C:\Program Files (x86)\ABB Industrial IT\Quality Control
Solutions\Engineer IT\JOCONFIG \Projects”. There will be subdirectories for the different
builds that have been created on that QCS system. Select the directory with the most recent
build that has been deployed to build the system. Once the folder is selected, all the available
joconfig.xml files will be listed under Available section. The files can be moved from the
Selected section to the Available section and vice versa. Move the required files to the Selected
section. Click Continue to proceed.

Figure 4.17: Browse option to browse joconfig.xml

Once all HMI and connect inputs are provided, it is required to acknowledge that all the
prerequisites for data collection, are met. For this, click the tab Prerequisites and confirm
each prerequisite by checking the checkbox against them. Please note, this is only an
acknowledgment that user has verified all the prerequisites for proceeding with data
collection. For more details, refer to Section 2, Prerequisites.

PT— swies B |

Bl
Figure 4.18: Prerequisites acknowledgement
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17. Click on the Continue button to proceed with the node scan. Refer to Section 4.1.3, Scan,
Agent Deployment and Collection.

Freelance

Freelance HMI data collection is supported with Freelance controllers only. Below are the supported
data categories.

1. Clicking on the Continue button will take to Configuration wizard where the user needs to
provide necessary input parameters required for data collection. The first input screen is
Freelance File Input.

Users can switch the collection mode from basic to advanced, by clicking 'Switch to Advanced
mode' button.

2. Clickthe Browse button to select the Freelance project export folder. Once the project export
folder is selected, all the available project export (.csv/.csvs) files are listed under Available
section. The most recent export (.csv/.csvs) file is auto selected and is listed under Selected
section. There are options to move the export files from Selected section to Available section
and vice versa. Move the required export files to Selected section and click on Continue to
proceed. If the selected project export file type is .csvs, project export file decryption key
has to be provided in the decryption key field (refer to Appendix D, System configuration
export for exporting system configuration files).

W cocsenne somsne  ®

Figure 4.19: IP Range Input
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3. AllHMI and controller nodes will be detected by MCS-DC from the .csv/.csvs file of the
customer's project and their respective IP's will be read automatically. Enter only the range
of IP's related to other computers, where MCS-DC needs to collect data. This is only an
optionalinput. If there are no IT assets, other than HMI and Controller nodes, user can proceed
without providing IP range.

AREB My Control System - Data Collector - a

B Cokection for #  Configuraton vheard SIDIZHS Tost @ i

1P Rangs Input @

Figure 4.20: IP Range Input

4. Provide the IP range and click on Add button. User can provide multiple ranges too. Larger
the range of IP's, more time will be taken by MCS-DC to complete the node scan. Hence, it
is better to provide specific range related to required computers.

ARB My Control System - Data Collector = a0 %

M Comesmnr P—— somsTen | ® i

® Rangs Input. @

Figure 4.21: IP Range
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5. Ifawrong IP range is added, there is option to remove that. To remove, select the added IP

range by clicking on it and then click on the Remove button.

ABE My Control System - Data Collector

B Colecionter 7 Comvaurasen s

1P Range Input @

sozsten | @ |

Figure 4.22: Remove IP Option

6. Click on the Continue button to proceed. There is an option to go back to the previous

window in each step of the configuration.

7. Nextinput is user credential. Provide username and password in the format 'computer
name\username'. Alternatively, select a user account from the drop-down list that has the
necessary privileges for data collection. The required user privileges are outlined in Section

2.3, Freelance System. Click the Add button.

i Comsctontor # Connguraton waarg

User Credentisls @

szt @

Figure 4.23: Freelance Folder
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8. Thereis optiontoremove the added credentials. To remove, select the added credential and
click on the Remove button.

ABE Wy ool Sysem- DaraCollector

& coosountion sosTs @

Input

Freelanco

® Range Scan oo isar Crscestiets

Figure 4.24: Remove Credentials

9. Once all HMI and connect inputs are provided, it is required to acknowledge that all the
prerequisites for data collection, are met. For this, click the tab Prerequisites and confirm
each prerequisite by checking the checkbox against them. Please note, this is only an
acknowledgment that user has verified all the prerequisites for proceeding with data
collection. For more details, refer to Section 2, Prerequisites.

—r # cootmmen vecars sy @ |

LRI EIEIEIEIE R

Figure 4.25: Configuration wizard

10. Click on the Continue button to proceed with the node scan. Refer to Section 4.1.3, Scan,
Agent Deployment and Collection.
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4.1.3 Scan, Agent Deployment and Collection
The scanning, agent deployment, and collection are described in this section.

1. Progress bar is shown to indicate the scanning progress.

H Comectionior 7 o somsTen | @ i

Figure 4.26: Progress

2. Once the scanning is complete, all the available HMI and controller nodes are listed. If the
HMI nodes are fully accessible, it is shown as Yes in Full Access field. If the nodes are not
fully accessible, it is shown as No in Full Access field. This may be due to issues such as invalid
user credentials, IP not reachable, network issues, etc. For not accessible nodes, possible
reasons for non-accessibility will be provided in the remarks field. User can fix the issue and
perform are-scan. To do a re-scan, click on the Back button and repeat the scan. Thereis an
option to add new credentials by clicking on the Add Credentials button. When a new
credential is added, failed nodes are re-scanned. To proceed with data collection, click on
the Continue button.

ABB  wyconro systm -0aa Collecor

& Coectonter 7 Contoustion Wans somusTe @ i

Nods detsits @

2183012 72162012

172168051 1P 72168051

Figure 4.27: Node Details
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3. Collection screen appears, and data collection is started. Data collection progress is shown
in the progress bar. During the data collection if the user wants to cancel the data collection
process, click on the Cancel button.

Amm

ABE Wy Zontral Sysiem - D Ga leetnr

W comecnaasss e @ 0

vy
P —
Theal e Carrant e Dta Collcion Bromrass €

Swmor s

‘Quaral Data Colection Prograzs @

Figure 4.28: Data Collection

4. Node wise progress update is shown on the left pane. Below are the available states based
on the node status color code:

Grey: Indicates the data that is yet to be collected in the node.

Blue: Indicates that the data is currently getting collected in the node.
Green: Indicates the data is successfully collected in the node.

Red: Indicates the data collection is failed in the node.

5. Once the data collection is completed, the collection file is created and stored under output
folder (inside the MCS-DC folder). This file can be viewed by clicking on the Click here for
collection file button.

ARE  NyControl System - Data Collector -

B Cooctontor # Contiuunon Wanri somnTe @ i

p———— Collection @

- witiases Sucoms
Cwitiow e

Currant Node Data Collaction Progress @)
e sueees

Overall Data Callaction Progress @

Flapsed Tenn 00:45:54
Dot Cotlction Completed
© B

Ao oaz0sr Sirs—— B

sutusios @

Time - logs

20200601 03209%

20200601 0320.39

2020001032038

20200501 037099 0044 759 3313 SOMECHON CEMpIENSS

Figure 4.29: View Collection
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6. When the user clicks the Click here for collection file button, the collection file folder opens.

Figure 4.30: Collection Folder

4.2 Advanced Mode Data Collection

This modeis intended for expert users who prefer complete control on the data collection process
with respect to selecting the systems, nodes, data category (like performance or Lifecycle), etc.
In this mode, user will have opportunity to fix the issues, reported by MCS-DC during node
scanning and data collection and then will be able to re-scan or re-collect the failed nodes. Detailed
logs and progress updates will be provided by MCS-DC during scanning and data collection.

Depending on the HMI/Controller, MCS-DC launch nodes may vary. Refer to the respective section
for more details.

Following are the HMI systems and the data categories supported by MCS-DC.

Table 4.1: HMI and data categories

HMI Systems Performance Lifecycle Software Security
System 800xA v v v v
Freelance v v v
S+ Operations v v v
Non-ABB Systems v

Following are the controllers and the data categories supported by MCS-DC.

Table 4.2: Controllers and data categories

Controllers Performance Lifecycle
AC 800M v v
AC 800M PEC v
AC 70,110, 160 v
Freelance v v
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Table 4.2: Controllers and data categories

(Continued)

Controllers

Performance Lifecycle

AC410, 450, MP and SG400

Melody
Harmony
MOD300
Procontrol

QCS

v
v

NIENRENENENIEN

Following are the HMI and controller combinations supported by MCS-DC.

Table 4.3: HMI and controller combinations

System Freelance S+ Non-ABB
800xA Operations Systems

AC 800M v v

AC 800M v

PEC

AC70,110, V

160

Freelance v

AC410,450, v

MP and

SG400

Melody v v

Harmony v v

MOD300 v

Procontrol v

QCs v

). If Harmony engineering node is not part of System 800xA node admin structure, HMI and
controller data must be collected separately and to be merged. Refer to Section 4.1, Post

Collection Procedure for more details.

Detailed instructions for configuring and collecting data in advanced mode is provided in the
following sections.
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4.2.1 Language and System Selection

1.

2.

Double-click the MCS-DC_Launcher.exe, to launch the tool.

If a Microsoft Defender Smart Screen popup appears when MCS-DC is being launched, click
Run and continue. Refer to Appendix I, The Microsoft Defender SmartScreen for more
details.

In the event that the release date of MCS-DC is 180 days older than the launch date, the
user will be notified that there is a newer version available in the ABB library. Nevertheless,
the user will not be prevented from launching the product and collecting data.

MCS-DC tool runs the below checks on the launch node. The green tick marks refer to
successful checks, and a red cross mark indicate the failed ones. User must fix the issue and
re-launch the MCS-DC tool.

—  .NET Framework version check:

If the .NET Framework version is 1.1 or above, then this check is passed and the latest
version of MCS-DC will be launched for data collection.

If the .NET Framework version is lower than 1.1, then this check is failed and MCS-DC
version 1.9.x will be launched for data collection. Please refer MCS-DC 1.9.x user manual
for data collection procedure.

—  Prerequisites check:

Below prerequisites are validated. User can proceed for data collection only if these
checks are passed.

. User privileges check, checks if the MCS-DC is launched in the user account with
administrator privileges.

«  System drive launch check, MCS-DC tool must be launched only from the local disk
drive of the launch node.

. Required disk space check, free disk space of at least 500 MB must be available on
the disk drive from which the MCS-DC is launched.

A== My Control System - Data Collector

MCS-DC

® English B#&&E

User privilege check
Disk space check

MCS-DC launch drive check

® New collection Merging of data files

Close Launch

Figure 4.31: .NET Framework version check and Prerequisite check status
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3. Starting with version 2.10, MCS-DC supports data collection from Japanese language systems.
Click on the Launch button after selecting the preferred language.

4. Provide the System ID, full name (Collected by) of the user and password. Note that special
characters are not allowed in the 'Collected by’ field. The password will be used for encrypting
collected data and create system data file. Decryption of the collected data is possible only
at 3 places, namely, My Control System web, My Control System On-premise and My Control
System Portable. To use the system data file at My Control System Portable, the user needs
to enter the same password, which is entered here, to decrypt the data. So, remember this
password. Once all the required inputs are provided, select Advanced Mode. Upon clicking
on the OK button, validation of System ID and Collected by fields are executed. Tick mark
appears if validation succeeds and cross marks appear when validation fails against respective
fields. Correct the errors and click on the OK button to proceed further.

MCS-DC

-:[ JFlease enter the passwaord between 8-16 character e
System ID

SID1234

Collected By

test

Provide password for encryption (Enter between 8-16 character)

xaaaaas\xal &

Re-enter password

ERmEEEEEE &

Basic Mode ® Advanced Mode

In Adwvanced mode the User must select the system and the controllers manually. All systems and
system combinations are supported in this mode, and it is possible to customize data collection as
well. Select "CK” to continue.

CLOSE OK

Figure 4.32: User Credentials
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4.2.2

5. Configuration screen appears. User needs to select applicable HMI/controllers and data
category (like Performance, Lifecycle, etc.) on this screen. Supported HMIs are listed on the
left half of the screen. When an HMI selection changes, the related applicable controllers
appear on the right half of the screen. Default selection of HMI is 800xA. To change the
selection, click on the name of the HMI. Selected HMI is highlighted in Blue.

ARBR My Control System - Data Collector

P — SADATH Aot [ |
HMI System i) Controllers G
Cr— ac o

Freslascs AL S00PEC

S+ Opesations

AL 70, 190, 160

Non ADB System

Figure 4.33: HMI and Controller Selection

System 800xA

Depending on the HMI/Controller, MCS-DC launch nodes may vary. For 800xA HMI data collection,
the MCS-DC tool can be launched on any 800xA node. Configure the HMI data collection as follows,
and then refer to Section 4.2.5, AC 800M till Section 4.2.11, Harmony for the connected controller
data collection configuration.

If Harmony engineering node is not part of System 800xA node admin structure, HMI and
controller data must be collected separately and to be merged. Refer to Section 4.1, Post
Collection Procedure for more details.
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1. Inthe configuration screen select System 800xA, connected controllers and the data category

(like Performance, Lifecycle, etc.). Click Continue button to proceed.

_\"_ Select Security option only when it is needed as it will take significantly longer time for
‘T data collection.

ARB My Control System - Data Collector

@ Configuration ST Aot @ i
HMI System i) Controllers G

Frevlancy

Hon AL 5

Figure 4.34: HMI and Controller Selection

If System 800xA is configured in Windows workgroup network, periodic data collection

n will be enabled by default. However, the instant collection feature, allows users to override

periodic collection and collect data on demand. Refer to Section 4.3, Periodic Collection
Configuration for further configuration.
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Input configuration screen appears. Required inputs may vary based on the HMI, controller
and data categories, selected in the previous step. 800xA nodes that are part of Node Admin
Structure of System 800xA will be automatically detected and collected by MCS- DC. If there
are any non-800xA computers that are connected to System 800xA (for example Melody
engineering node), user shall enter the IP range of these computers in the IP Range Scan
input. This is an optional input. If no IP range is entered, then MCS-DC will collect only 800xA
HMI nodes.

P— sorit ey @ |

Figure 4.35: 800xA HMI Inputs

Click Add button to add the non-800xA nodes entered the IP Range Scan field. Provide the
Username and Password of an Administrator user that can access to all the nodes part of
data collection. For nodes in Domain network, the username must be provided in the format
of “domain name \ username”.

Parallel data collection of client computers: Normally, data is collected serially one computer
node at a time in order to reduce the network load. It is, however, possible to collect data
simultaneously from multiple client computers to save time. This may, however, result in an
increase in the total load on the system, which may impair its performance. Due to this,
parallel collection is not recommended during critical plant operations. To execute parallel
collection, enable the checkbox "Enable parallel collection of client nodes”. Note that this is
an optional setting.

Parallel data collection is not applicable to server nodes. When the checkbox is enabled,
server nodes will be collected sequentially, followed by client nodes in parallel. At most 5
client nodes data will be collected simultaneously.

Parallel collection for 800xA clients will not work if the installed Operating System is Server
Operating System.
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4. There are several reachability checks are performed during scan. They include but limited
to, Ping, Network file copy, WCF communication check, etc. Normally these checks should
take only a couple of minutes. However, for slower computers or computers with some
performanceissues, these may take more time. In some cases, reachability checks may hang
if there is no response from OS API calls of the remote computer. So, this time out
configuration will help data collector, not to wait for completing the reachability checks,
indefinitely. Choose the value wisely as per the system performance levels. For slower systems
increase the timeout value. If you are not sure, the default value of 3 minutes should work
for most systems.

Figure 4.36: Timeout for node reachability check

5. Proceed to section 4.2.2.2 for controller data collection configuration.

6. After configuring the controller data collection parameters, select the Prerequisites tab and
confirm all the listed prerequisites. Please note that this is just a manual acknowledgment
that all the prerequisites as listed in Section 2, Prerequisites of this user manual have been
met. It is up to the user to have implemented these in all the computers as part of data
collection.

PT— swies B |

EE KR

Figure 4.37: Prerequisites Check
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7. Click the Continue button to proceed to collection screen.

4.2.3 Freelance

For Freelance HMl and controller data collection, the MCS-DC tool shall be installed and launched
on Freelance engineering node. Configure the HMI data collection as follows, and then refer to

Section 4.2.7, Freelance for Freelance controller data collection configuration.

1. Inthe configuration screen select Freelance, connected controllers and the data category
(like Performance, Lifecycle, etc.). Click Continue button to proceed.

g3

AR  MyControl System - Data Collector

£ Configuration & Collection

HMISystem @) Controllers @

Performance Lifecycle Software Security Perfarmance Lifecycle
8004 Freelance
S+ Operations

Non-ABB System

SID35104-eete &

Figure 4.38: Freelance HMI data collection configuration

2. Click on the Browse button to select the Freelance project export folder. Once the project
export folder is selected, all the available project export (.csv/.csvs) files are listed under
Available section. The most recent export (.csv/.csvs) file is auto selected and is listed under
Selected section. There are options to move the export files from Selected section to Available

section and vice versa. Move the required export files to Selected section. If the selected

project export file type is .csvs, project export file decryption key has to be provided in the
decryption key field (refer to Appendix D, System configuration export for exporting system

configuration files).

Figure 4.39: Project folder
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3. IP Range: Freelance nodes that are part of the .csv/.csvs file from the project are detected
automatically by the Data Collector, so these must not be entered. However, if there are any
computers that are connected to the Freelance system that you want to be part of data
collection, this is where their IP addresses must be entered, so this is an optional input. If
nothing is entered, Data Collector will collect only Freelance nodes.

Figure 4.40: HMI nodes

Enter the IP range and select the Add button; it is possible to enter multiple IP ranges, if
needed. The greater the range, the more time it will take to complete the node scan, so be
careful here and enter only the ranges that are strictly necessary. If an incorrect range is
added, it can be removed using Remove button.

4. Nextinput is user credentials. Provide username and password of administrative user to
access all the HMI nodes for data collection. Click on the Add button. Please note, for nodes
in domain network, username should be provided in the format of “PC Name\User”. User
Credentials must have administrator privileges in order to be able to access to all the nodes
part of the Freelance system. Use Remove button to remove incorrect credentials.
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5. All prerequisites for data collection must be confirmed before proceeding to the collection
screen. To do this, select the Prerequisites tab and confirm each of these individually. Please
note that this is just a manual acknowledgment that all the prerequisites as listed in Section
2, Prerequisites of this user manual have been met. It is up to the user to have implemented
these in all the computers as part of data collection.

ABB My control System - Data Collector

@ Costgmesm SIF3 bt & i

Finslanes ESNI Periedie Collocten Presequisites Chetk

Figure 4.41: Prerequisites

Click on the Continue button to proceed to collection screen.
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424

S+ Operations

Depending on the HMI/Controller, MCS-DC launch nodes may vary. For S+ Operations HMI data
collection, the MCS-DC tool can be launched on any S+ Operations node, or on any
engineering/client nodes which is connected in the same network as S+ Operations nodes. Refer
to Section 4.2.5, AC 800M, Section 4.2.11, Harmony and Section 4.2.9, Melody Rack for the
connected controller data collection configuration and to determine the launch node. Supported
controllers are Harmony, Melody and AC 800M.

Under S+ Operations HMI tab, IP range scan input: Enter IP range of all the nodes for which
data collection has to be done. Data collection will be done only for the nodes for which the

IP address is entered here.

ABE iy Comol System - Dot Collector

Scanned F Range U Cresstises T Fll Reess

Figure 4.42: IP Range Scan

Provide the IP range and click on Addbutton. User can provide multiple ranges. If a wrong IP

range is added, use Remove button to remove it.

ABB vy Control System - Data Collestor

& cogurascn spme & i

Foaurad oyt folds s bosn anables Brarsa yout Fguts un hen and oz Cantnus

Se Operations HMI  Prerequnites Check  Pariuric Collection

Scannea s Range Usor Crosutias s Full A

Figure 4.43: ADD IP Range

Proceed to Section 4.2.5, AC 800Mor Section 4.2.11, Harmony or Section 4.2.9, Melody

Rackdepending on the connected controller for the controller data collection configuration.
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4. After configuring the controller data collection parameters, select the Prerequisites tab and
confirm all the listed prerequisites. Please note that this is just a manual acknowledgment
that all the prerequisites as listed in Section 2, Prerequisites of this user manual have been
met. It is up to the user to have implemented these in all the computers as part of data
collection.

PT— swies B |

......

Figure 4.44: Prerequisite Check

5. Click the Continue button to proceed to collection screen.

42.5 ACS800OM

By default, AC 800M controller data is collected by MCS-DC using AfwOPCDASurrogate service.
As this is a licensed service, if the license is not present in the system, an error message will be

displayedin all HMI nodes. Alternatively, users may choose ABB.AfwOpcDaServer service instead.
Click on settings (the gear icon in the top right corner) and select the tab AC 800M. From drop
down menu, select the service.

AC 800M data can be collected along with System 800xA and S+ Operations HMI data. For System
800xA with AC 800M controller data collection, the MCS-DC tool can be launched on any 800xA
node. No input settings are needed for collecting performance and lifecycle data from AC 800M
controllers if the HMI is System 800xA. Configuration details of System 800xA HMI data collection
is described in Section 4.2.2, System 800xA
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If the HMI is S+ Operations, follow the steps below to collect AC 800M controller data.

1.

Click on AC 800M tab to provide input for AC 800M controllers data collection.

SIDIS 0L Test 2 i

c ooom

Figure 4.45: AC 800M Data Collection Input

Provide the below inputs if the MCS-DC is not launched on an AC 800 M engineering node.

AC 800M Engineering Client: Below inputs must be provided if the MCS-DC is not
launched on an AC 800 M engineering node. Provide the inputs and click on Get AC 800
M Project button.

a. Provide AC 800M engineering client IP

b. Provide username of a user account of the engineering client with administrative
right

c. Provide password of the user account
AC 800M Project:
a. Browse For AC 800M Project Folder by clicking Browse button.

b. Select the required AC 800M project from the drop-down list.
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2. Input AC 800M Project: If the MCS-DC is launched on an AC 800 M engineering Client, the
recent Project and the Project folder is autopopulated. User can select the inputs as required.

— Browse For Project Folder Browse the AC 800 M Project

—  Select Project

Select the required AC 800 M project

ABE Wy Control System - Oata Collactor
st @ 1

Figure 4.46: Browse and Select AC 800M Project

Controller crash files (logs) will be collected from primary as well as redundant AC 800M
connectivity server, for which, users can set the maximum size of the collection file. Click on
settings (the gear icon in the top right corner) and select the tab AC 800M. From drop down
menu, select the maximum size for the collection file. Crash file collection is enabled by default
with a maximum file size of 15 MB. Crash file collection can be disabled by unchecking the provided

checkbox.
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Settings

General Communication Collection Retry AC g00M ACADD

~| Collect AC 800M crash files

Crash file maximum size |15 ~ MB

OFCServers ABB.AfwOpcDaSurrogate. w

~'| Collect redundant /0 devices (disable this in case of large number of devices on control structure)

Figure 4.47: Crash File Collection Settings

42,6 AC70,110,160

Only lifecycle data collection is supported for AC 70, 110 and 160 controllers. Supported HMI is
System 800xA. Configuration details of System 800xA HMI data collection is described in Section
4.2.2, System 800xA

After providing the required input for System 800xA HMI data collection, click Continue to provide
the input for AC 70, 110, 160 controller data collection. Click theBrowsebutton to select the AC
70/110/160 project export folder. After selecting the project export folder, find all the available
project export (.BAX) files listed under the 'Available' section. The most recent export (.BAX) file
will be auto selected and listed under 'Selected' section. There are options to move the export
files from 'Selected' section to the 'Available’ section and vice versa. Move the required export
files to the 'Selected' section. (refer to Appendix D, System configuration export for exporting
system configuration files).
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Figure 4.48: Browse Project Export Folder

Click Continue to proceed with the data collection.
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4.2.7 Freelance

Freelance controller data can be collected along with System 800xA or Freelance HMI data.
Freelance HMI with Freelance controller data collection is described in Section 4.2.3, Freelance.
If the connected HMI is System 800xA, follow the steps below.

1. Click on the Browse button to select the Freelance project export folder. Once the project
export folder is selected, all the available project export (.csv/.csvs) files are listed under
Available section. The most recent export (.csv/.csvs) file is auto selected and is listed under
Selected section. There are options to move the export files from Selected section to Available
section and vice versa. Move the required export files to Selected section. If the selected
project export file type is .csvs, project export file decryption key has to be provided in the
decryption key field (refer to Appendix D, System configuration export for exporting system
configuration files).

ABEB My conol Systom - Dia Collector

Saisersd

Date { Tane Fila Name. Decrypiion Key Dale & Time:

Figure 4.49: Select the Freelance project export folder

2. Engineering node IP: Scroll down the screen to enter the Engineering client node IP and the
user credentials and click Add.

4.2.8 ACA410,450,MP,SG 400

AC 410/450/MP/SG 400 controller data collection is described in this section. Supported HMI is
System 800xA. Refer to Section 4.2.2, System 800xA for HMI data collection configuration.

Controller data collection happens in sequential manner, hence, collection duration per controller
needs to be set. See the screenshot below. Minimum time interval that can be set between two
controller collection is 2 minutes and maximum 30 minutes. Higher the duration, more data
samples will be available for further calculations.
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General Communication ACA00

Collection Time: 30 ~  minutes

Figure 4.50: Collection Time Interval

4.2.9 Melody Rack

To collect Melody controller data, MCS-DC launch node must be part of Onet network.

Melody controller data can be collected along with System 800xA or S+ Operations HMI data.
Based on the connected HMI, refer to Section 4.2.2, System 800xA or Section 4.2.4, S+ Operations
for HMI data collection configuration. Provide the below inputs to proceed with Melody Rack
data collection (refer to Appendix D, System configuration export for exporting system
configuration files).

SID SadiPagbW &

Inpats

B0xAWMI  PeriodicCollecton  ACT, 110,160 Froctance  MelodyRack  MODM0  Mermomy  Pracsnwol P13 0CS  Promguisitos Chock

MalodyInputs @

Malady lsland Dovices.

,7

Figure 4.51: Melody Rack Tab
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4.2.10

4.2.11

1. Melody Island Devices:

Click the Browse button to select the Melody Island DevicesExport file. Ensure to export the

latest melody Island device file that is synced with the latest hardware structure.
2. CSE_ConfFile:
Click the Browse button to select the Current CSE_Conf File.
3. Asset Export Folder:
Click the Browse button to select the Asset Export Folder.
4. Composer Melody node IP Address:
Enter the IP Address of S+ Engineering Server, where Composer Melody is installed.
5. Username:
Provide the Composer Melody node username.
6. Password:

Provide the Composer Melody node server password

MOD 300

Click on MOD 300 tab to provide input for MOD 300 controllers data collection. Click the Browse
button to select the latest ATF file, taken from AdvaBuild engineering node. Click Continue to
proceed (refer to Appendix D, System configuration export for exporting system configuration

files).

BBy Conrol System - Daa Callector

@ Contguracin S SatwPrimanONN @

Foguirod gl s i st Frevids puse npets n

Inpustz
BOBAHMI  Pwridic Coflwction  ACT0 00,160 Freslnos  MulodyRack  MODNO  Hwmomy  ProcomnwiP13 OCS  Premgwisiver Chuck

8400 300 Inputs. @

Salect the Latgat ATF s from s Adhvant Bl snginsering fool

Figure 4.52: MOD300

Harmony

This section explains data collection from Harmony controllers.

If the HMI is System 800xA and the Harmony engineering node is not part of 800xA node admin

structure, HMI and controller data must be collected separately and to be merged. Refer to
Section 5, Post Collection for more details.
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For 800xA with Harmony data collection, MCS-DC launch node shall be selected based on the
following scenario.

—  Lifecycle data (For Harmony Rack modules): Node in which Composer Harmony is installed
(Harmony Composer project .ebp is present)

— Lifecycle data (For Symphony DIN): Any node which has HAPI installed and reachable through
control network (recommended Composer Harmony node)

—  Performance data: Any node which has HAPI installed and reachable through control network
(recommended Composer Harmony node)

For S+ Operations HMI with Harmony Controllers, following nodes shall be used for data collection.
1. Performance and Lifecycle data: S+ Control Engineering node (Composer Harmony is present)

2. Performance data only: Recommended on S+ Control Engineering node or any node from
where control network is reachable.

Follow the steps below to collect Harmony controller data.

ICI module. If this isn't the case, the controller collection may fail. Refer to Section 6.7, Connection

In order to collect Harmony controller data, MCS-DC must have a dedicated connection to the
with IClI module failed for the procedure to ensure this.
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1. Select the Harmony tab to provide input for Harmony controllers data collection.

r— sommtmas @ L

Inputs
Homeny  Parlodic Calt
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Figure 4.53: Harmony Rack

- General

a. Controller Type: INFI-NET and PN80O control network types are supported for 800xA
with Harmony data collection.

b. Logical ICI: Provide the ICI number configured by Harmony System Configuration
Utility (hSysCfgU.exe) for connecting into control network.

c. ICl Type: This selection will be done automatically based on Control Network Type
selection.

d. HAPI Licensed To: Keep the default input S+ Engineering, unless it is different.
e. HAPI Request (ms): Keep the default input.

— IP Scan Range - This input is applicable only if PN800 network type is selected. Provide
the required Symphony DIN Controller IP range or IP of ENM module. Data collection will
be done only modules which IP address falls within the specified scan range.

— Topology Scan
a. Scan Allloops:
Check this Check Box to scan all loops

b. Loops: To Scan the specificloops, provide the loop numbers separated with comma
(Example: 1, 5, 6)

c. Topology File: Provide Name of Harmony topology scan file

— Data Collection Duration (min): It is recommended to keep the default input. Please note
that the minimum data collection duration which can be set is 6 minutes.

Time Interval Between Samples (sec): It is recommended to keep the default input.
Please note that the minimum time interval duration which can be set is 30 seconds.

Samples: Samples are auto calculated based on the formula Samples = Data Collection
Duration*60 / Time Interval Between Samples. Please note that the minimum Samples
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which can be configured is 10. If a correct value is configured for Data Collection Duration
(min) and Time Interval.

Near Samples field, a Green tick mark will appear. If wrong values are configured, a Red
cross mark will appear.

2. Harmony controllers Performance Input, IP Scan Range: This input is applicable only if VPNI
ICI Type is selected. Provide the required Symphony DIN Controller IP range or IP of ENM
module. Data collection will be done only for the Controllers for which the IP address is
entered here.

3. Ifawrong IP range is added, there is an option to remove that. To remove incorrectly given
IP range, select the IP range by clicking on it and then click on the Remove button.

4. Harmony INFI-NET network controller LCS Input data file: If the user already has a valid LCS
input data file (.csv), click Browse button to select the file.

St @

s @

L I ]

Figure 4.54: Harmony Rack
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5. INFI-NET network controllers LCS Input data file: For generating a new LCS Input data file,
make sure that MCS-DC tool is launched in the S+ engineering node. Click on Launch LCS
Parser button and follow the below procedure.

a.

Click on Open Project button.

s -0 x
e About
OpenProject | Export as GV

Figure 4.55: Open Project

Browse and select the required project (.ebp) file, click Open.

@1 Open ®
T ThePC » LocelDek [C) » Symphorgfhuz » promcts » Abc
Organize * New folder * A @
Abdulah )
projects Abdn ebp
SCdontdeete
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& Deowmiosds
B Muse
= Pohaes
B Videos
S Local Dk )
[ OV Dive (0] 59
= rpde 207200
T i d
File pame: || | Composer Project (*.ebp)

Open Cancel

Figure 4.56: Open option

The following window appears with a progress bar as highlighted in Figure, which
indicates that the data collection process is in progress. Once the data collection process
is completed. Click on Export as CSV button to generate a new LCS Input data file and
save the file in PC.

NOTE: The data collection process may take some time based on the size of the project.
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Figure 4.57: Export as CSV

d. A popup appears as a confirmation that the .csv file is exported successfully. Click OK.

e. Click on the to Browse button to select the exported .csv file.
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4.2.12 Procontrol

Configuration details of System 800xA HMI data collection is described in Section 4.2.2, System
800xA. For P13 and P14 controllers, only lifecycle data collection is supported as described below.

1. After providing the required input for System 800xA HMI data collection, click Continue to
provide the input for P13/P14 controller lifecycle data collection. Select Procontrol P13 or
P14 tab. Click on Browse button to select the latest P13/P14 source file, taken from the
engineering node. Refer to Appendix C, Procontrol P13 source file (.csv) separators / Appendix
H, Procontrol P14 system configuration file for more details.
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2. Click Parse button, in case of P13. Contents of the P13 source file (.CSV) is displayed.

g input Falde s bose an

Inputs

BUOKAHMI | Periodic Collecion  ACT0, 110,68 Froclance  MelndyRack  MODIN  Humomy  Pocseiol P13 OGS Prere auisies Chedk

Procontral Inputs. ©)

Figure 4.58: P13 Parse Button

In the case of P14, browse and select the exported log file as shown in figure. Click on the
'Validate' button to validate the file and then click on the 'Continue’ button.

ABB W convol system - Data Collector

@ Contguaton SIDISM Tt ] i

Inputs

BO0EA NI AL 70, 110, 168 Freelance W00 30 Froconiral P13 Frocontrol P acs ESXl Periodic Collection Prerequisites Check

Prozontrol inputs

PP WA [ |

Figure 4.59: P14 Validate Button

a. In the case of P13, for all the blank entries, select the exact module type and version from
the drop-down box and click OK, if there are any blank entries while clicking OK, an error is
thrown saying “The below devices are not having the mapping name”. Select the exact module
type and version to proceed further. If any modification is required, click Edit, to modify the
parsed file. Click Continue to proceed.
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Figure 4.60: Mapped Product Short Name
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4.2.13 QCS

Configuration details of System 800xA HMI data collection is described in Section 4.2.2, System
800xA. For QCS controllers, only lifecycle data collection is supported as described below.

1.

4.2.14 ESXi

Click on the Browse button to select the QCS folder where the latest joconfig.xml files are
stored. The joconfig.xml files will be available in the project directory of the QCS Connectivity
Server, which is usually “C:\Program Files (x86)\ABB Industrial IT\Quality Control
Solutions\Engineer IT\JOCONFIG \Projects”. There will be subdirectories for different builds
that have been created on that QCS system. Select the directory with the most recent build
that has been deployed to build the system. Once the folder is selected, all the available
joconfig.xml files will be listed under Available section. The files can be moved from the
Selected section to the Available section and vice versa. Move the required files to the
Selected section. Click Continue to proceed.

ARR  myconwo System - Data Collector = *

Conmgianon B Cosacnon SIS awtn £ i

acsinputs @

Fibe Path Date & Teme

e T

Figure 4.61: Select QCS version

Click the Browse button to select the and load the joconfig.xml of the correct build from the
joconfig project directory. The latest joconfig.xml file will be available in the project directory
of the QCS Connectivity Server, which is usually “C:\Program Files (x86)\ABB Industrial
IT\Quality Control Solutions\Engineer IT\JOCONFIG\Projects”. There will the subdirectories
for the different builds that have been created on that QCS system. Select the directory with
the most current build that has been deployed to build the system and browse to the
joconfig.xml file in there. Click Continue to proceed.

In this chapter there is a detailed explanation about how to collect ESXi host server health data
with MCS-DC. ESXi's data collection is supported in both Basic and Advanced mode. Following
are the input configuration for collecting ESXi performance data.

At least one HMI performance and/or lifecycle must be selected to enable ESXi data collection.
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Figure 4.62: ESXi Data Collection - Input Configuration

Enable ESXi data collection: Check this for enabling ESXi data collection.

ESXi Server Name: The name of the ESXi server that must be collected. To obtain the ESXi server
name, log in to the ESXi server by using vSphere web client and click on Host under Navigator.
Note that ESXi server name input is case-sensitive, so provide the name as appearing in the web
portal. Refer to the image below.
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+E3 Storoge L Lptene 17462 days
W vmithaZ !
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Mare siorsge..
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2 A The ESXi shell is enabied on this host You should disable the shell unless it is necessary for adminkstrative purposes. £ Actions
&= FritzBox
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o vSwatchd
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Figure 4.63: ESXi Server Name

ESXi Server IP: The IP Address of the ESXi Server that must be collected; make sure that the
selected IP can be reached from at least one of the computers part of the system.

Port Number: The default port number is 443. Do not change this, unless the ESXi server has
been configured to communicate though a different port number.
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Figure 4.64: ESXi Access - Incoming Port

User credentials: The credentials needed to access the ESXi server in read-only mode. Note that,
the username and password are case-sensitive. The scan will fail if the user access permission
is higher than read-only.

Computer IP to reach ESXi server: The IP Address of the computer which has access to the ESXi
sever. The ESXi data collection agent will be deployed in this computer, therefore it is mandatory
that this computer is part of the system and is part of data collection. Please be aware that, if
this computer is not reachable from the computer where MSC-DC is being executed, ESXi data
collection can’t be done. Add the IP Address of the computer, and then select the Add button. It
is possible to add more than one ESXi server, one at a time. If an ESXi server has been added by
mistake, it can be removed selecting it and then selecting the Remove button. Ensure that this
computer is not removed from the collection by means of node customization on the collection
screen.

Care must be taken for not using this computer as the reachable node for more than one ESXi
server.

If the service SFCB (Small Footprint CIM Broker) is not running in the ESXi server, certain sensor
data like processor temperature and fan speed, will not be collected.
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4.2.15 Non-ABB Systems

Collection of cyber security fingerprint data from non-ABB windows based control system, is
possible using MCS-DC. Follow the steps given below.

1. Click Non-ABB System on the left pane and select the checkbox Security. Click Continue.

ABEB My Control System - Data Collector

® comquion sonensse | B i

HMtl System @) Controliers @

Figure 4.65: Non-ABB System

2. Under Non-ABB System tab, enter IP range of all the node for which data collection has to
be done. Data collection will be done only for the node for which the IP address is entered
here. After providing the IP range, click Add. User can provide multiple ranges too.

3. IfawrongIPrangeis added, there is option to remove that. To remove, select the added IP
range by clicking on it and then click on the Remove button.

4. Nextinputis user credential. Provide the Username and Password of an administrator user
to access all the HMI nodes for data collection. Alternatively, select an administrator user
account from the drop-down list. Click the Add button. Please note, for nodes in domain
network, username should be provided in the format domain name\username. To remove
an added credential, use Remove button.

Figure 4.66: IP range and user credentials
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4.2.16 S+ Historian in 800xA or third party HMI environment

Collection of S+ Historian data in 800xA or third party HMI environment is possible using MCS-DC.
However, this cannot be achieved in a single step. The data must be collected in two instances
and merged using MCS-DC's merge functionality described in Section 5.1, Collection file merging
Procedure. Follow the steps below to collect the S+ Historian data from the HMIs other than
Symphony Plus.

1. Collect the HMI system data using the method described in previous sections (e.g. if the
system is 800xA with connects, follow the Section 4.2.2, System 800xA. If it is non-ABB
Windows based control system, follow the Section 4.2.15, Non-ABB Systems).

2. For collecting S+ Historian data, HMI needs to be selected as S+ Operations. Follow the
procedure to collect S+ Operations data mentioned in Section 4.2.4, S+ Operations. Note
that no controllers must be selected during this collection.

3. Follow the procedure mentioned in Section 5.1, Collection file merging to merge the data
files generated in step 1 and step 2.
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4.2.17 Scan, Agent Deployment and Data Collection

Follow the steps below to scan the network and identify the collectable nodes, deploy the collection
agents and then to collect the data.
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1. Collection screen contains three parts. The top part contains command buttons for various
actions by the user, progress bar and status message area. The middle part contains table
for listing the list of HMI nodes and controllers that are part of data collection process and
their respective status related to Scan, Agent deployment and Data collection operations.
The bottom section contains the log messages.

When the collection screen first appears, only Scan button is enabled. Click on the Scan
button to scan the available/reachable nodes for data collection.

SID1Z345 Tost @ i

Devices Devico Type Scan Siatus Aget Deplayment Siabys. Colection Status Remarks

Figure 4.67: Scanning the Nodes

Computers and controllers that are accessible from the MCS-DC launch node, are listed on
the first column of the table shown on this page. Their types are listed on the second column.
Scan status are shown on the third column. If the node is accessible the status is “Success”
in Green. If the node is not accessible the status is “Failed” in Red. However, if the accessibility
status can't be checked at this point, then the status is “Not applicable” in Grey.

The possible reasons for the failed scans are indicated under the Remarks column.
Furthermore, a message appears on the user interface prompting the user to either re-scan
(partially or fully) or proceed with agent deployment. Users may fix the issue and re-scan
the failed nodes by clicking the Scan button again. Remarks column also indicates the IP
address used for accessing the nodes.

Once the scan completes, all the available nodes are listed. If the HMI nodes are accessible,
it is shown as Success in Scan status field, if the nodes are not accessible, it is shown as
Failed in Scan status field, this may be due to issues such as Network unreliable, IP not
reachable, privileges issue over network, User rights not matching etc. If a node scan fails,
a message appears on the user interface prompting the user to either re-scan (partially or
fully) or proceed with agent deployment. Users may fix the issue and repeat the scan, click
the Scan button to repeat the scan.
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Figure 4.68: List of Nodes

2. User has an option to customize the Data collection nodes for Performance and Lifecycle
data collection, to customize click on Customize button. All accessible HMI and controller
nodes are listed. By default, all accessible HMI and controller nodes will be selected. User
shall deselect the nodes that are not desired to be collected, by unchecking the respective
checkboxes against the node names. Clicking on OK button will save the customization
configuration and close the Customize window. Clicking on Reset button will reset the
customization configuration. Please note, that controller customization is not available for

this release.

ABER MyCortrol System - Data Collector

& Corlgrmio B Cosrim DT el & i

Figure 4.69: Customize Option
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3. Datacategory selectionis possible for Performance data collection and partially for Lifecycle
data collection. All the data categories are selected by default. User shall deselect the data
categories that are not desired to be collected by unchecking the respective checkboxes
against the data category names. Clicking on the OK button will save the customization
configuration and close the customization window. Clicking on the Reset button will reset
the customization configuration. Data categories customization is applicable only for HMI
nodes, it is not applicable for controllers.

SIDTZHS Tost e i

Figure 4.70: Select the Nodes

4. Click on the Deploy Agents button to deploy data collection agents on all the HMI nodes
listed. MCS-DC performs data collection of HMI nodes through these data collection agents.

st @ |
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Figure 4.71: Deploy Agents
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5. Once the data collection agents are successfully deployed on the HMI nodes, Success status
is shown under Agent Deployment Status column. If agent deployment fails for any node,
sameisindicated (similar to Scan status). At this point, Start Collection button will be enabled.
Click the Start Collection button to start the data collection.

ABB  wycouol system-0at Cotector

@ Comfouston @ Colecion

ST @ i

Devices Bovice Type Scan Stas Agesn Deployment Slatus Coliection Status Remarks
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Figure 4.72: Agent Deployment Status

Data collection progress can be seen in the Collection Status column.

ABE My Camral Syaiam - Daes Colisctor

Figure 4.73: Data Collection Progress

Once the data collection is completed, result screen appears. Result screen contains three
parts. The top part contains the command buttons for various user actions. The middle part
the hardware tree information. The bottom part contains the collection statistics.
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SoEHEms B

Figure 4.74: Collection File Path

Collection file will be created automatically once the collection is completed. Once the
collection file is created, its file path appears on the screen. The collection file can be viewed
by clicking on the file path.

6. Click the Exit button to close the MCS-DC application.

4.3 Periodic Collection Configuration

Scheduler functionality is implemented in MCS-DC to collect data periodically. Data collection is
scheduled to run silently so that no manual intervention is required, once configured.

Note that a periodic data collection must not be scheduled in the following cases.

— Windows Maintenance (security update) is initiated.

—  System 800xA is executing Aspect-System backup procedures.
—  CSWP backup procedures are launching.

—  8O0O0xA Historian Server are providing local backups.

— DCS system nodes are down due to any other reasons.
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1. Select the Periodic Collection tab after configuring the HMI and controller for data collection,

as described in Section 4.2, Advanced Mode Data Collection.

NSRS P ———

Figure 4.75: Scheduler Configuration

2. Enable Periodic Data Collection check-box enables the scheduler. Following are the

configurable options:

ST bt

— User Credentials: To configure periodic data collection, an existing Windows user account

can be used, or a new account must be created.

Following criteria must be met for the user account:

+  The user account should have local administrator and log on as a service rights on
this computer (MCS-DC launch computer) as well as in the Aspect server. ‘Log on
as a service’ privilege allows data collection services to start and run continuously,
even if no users are logged on to the computer interactively.

. If the user is a domain user, enter the username in the format domain

name\username. If the system in work group, provide the credentials as .\username.

«  User account must be part of IndustriallTUser group for System 800xA version
lower than 6.2. For the versions 6.2 and above, user must be part of user group in

which System 800xA users are configured.

Click on Validate button, to validate the credentials.

3. Under Scheduler Configuration following are the configuration options.

—  Start Time:Specify at what time the MCS Data Collection must start. Enter the start time

in hours (0 - 23).

-  Period Options:User can choose to run the scheduler Daily, Weekly or Monthly. If Weekly
is selected, select the day of the week from the drop-down menu. Select the start date,

if Monthly is selected. Start Time is applicable for all three scheduler options.
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4. MCS Forwarder Gateway Configuration: In order to send the collected data to target
applications like CSM (Control System Monitoring) or MCS on-premise via MCS Forwarder,
forwarder configuration needs to be done. A checkbox is provided to enable the Forwarder
configuration. In the absence of an MCS-Forwarder node, this check box shall be disabled
so that the collection files are saved in the output folder (local).

This version of MCS-DC supports MCS Forwarder version 1.8 and 1.9. MCS Forwarder is
available in ABB Library and My Control System.

Before entering MCS Forwarder Gateway Configuration, make sure that the MCS Forwarder
node is configured and running.

Provide IP address of the Forwarder node and port number, if the

.NET Framework version in the MCS-DC launch node is 3.5 or above. If the .NET Framework
version is below 3.5, provide the destination folder path instead. These inputs are enabled
automatically, based on the .NET Framework version installed in the MCS-DC launch node.

If the .NET Framework version of the MCS-DC launch node is below 3.5, follow the procedure
below, to provide the destination (MCS Forwarder node) folder path:

a. Folder on remote node (MCS Forwarder) must be set as shared.

b. Map the remote folder in the MCS data collector launch node. It can be done either
through command prompt or through windows Ul. Command prompt method is given
below.

Open command prompt in the MCS-DC launch node and type the following command.
net use <local drive name> <UNC path of remote node> /user:<UserName> <Password>
Refer to the below screenshot.

e | CAWINDOWSAsystem 3 2%command. com

Microsoft{R> Windows DOS
{Cr>Copyright Microsoft Corp 1998-208681.

C:\WINDOWS“SYSTEM32>net use N: “N169.227_48_83\i\8C suser:administrator welcomel
234

The command completed successfully.

C:\WINDOWSSSYSTEM32>_

Figure 4.76: Map Network drive

c. The above step will create a network shared drive in the MCS-DC launch node. Now
provide the complete UNC path of the remote folder as destination folder path.
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MCS Forwarder Gateway Configuration é
IP Address

Port

Destination Folder Path

I\\159 227.40.830SC] |

Figure 4.77: Complete UNC path of the remote folder

For more details on MCS Forwarder, refer TPAA001522_A_EN_MCS Forwarder_user manual.
Provide IP address, Port and Destination Folder Path of the Forwarder node.

5. Enable secured communication if applicable. Refer appendix B for more details on secured
communication configuration.

6. Alive event signals will be sent to MCS Forwarder during the time interval mentioned in this
field. This verifies the communication health between MCS-DC and MCS-FW. Default value
is 10 minutes.

7. After configuring the scheduler parameters, Click next to go to scan window. See fig below.

Scan window is slightly different for periodic data collection when compared with standalone

n data collection which is described in Section 4.2.17, Scan, Agent Deployment and Data
Collection. Detailed information on common functionalities is provided in Section 4.2.17,
Scan, Agent Deployment and Data Collection.

Figure 4.78: Node Scan
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8. Click Scan button to initiate the control system node scan. Once the scan is completed,
deploy button enables. See fig.

PR [

Figure 4.80: Deploy Agents
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9. Click Deploy Agent button to deploy data collection agents to all the nodes. Refer Section
6, Troubleshooting if agent deployment fails.

User will be prompted whether to save the user credentials during agent deployment. If
saved, user does not have to provide credentials when undeploying the agents.

Figure 4.81: Agent deployment status
Figure 4.82: Agent service

Deploying the collection agents will create agent service (MCS.ABBDataCollectorAgentSvc)
in all the nodes earmarked for data collection, as Windows service. See fig.
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10. After deploying the data collection agents, Start Collection Service button enables. See
Figure 4.83.

‘-‘.“ == % My Control System - Data Collector

& Configuration @ Colection

Scan Deploy Agernts Start Collection Service Undeploy Agents Stop Collection Service

Click on 'Start Collection’ bution to start collecting the data

Devices

Devices Device Type Scan Status

_-

FL2019ES Computer Success

Figure 4.83: Start collection service

Click start collection service button to start the collection service.

. Services
File Action View Help

e Edz Hel renp
< Services (Local) || <} Services (Local)

ABBAS.DCAgentManager Name 3 Description Status Startup Type Log On As
L AgentManager Automatic Local System
Slop the service &}, ABB.MCSDataCollectorAgentSve Running Automatic Local System

Restant the service

&), ABB.MCSDataCollectorSve Running Automatic (Delayed Start) Aabb

Figure 4.84: Agent Service

Agent services will start and periodically check with scheduler, if data collection is scheduled.
The data collection starts based on the time set in the scheduler configuration.

Stop Collection Service button will become active once the collection starts. Collection can
be stopped at any point in time by clicking this button. Upon clicking Stop Collection, data
collector servicein the launch node (ABB.MCSDataCollectorsvc) will be stopped and therefor
the collection.

"-“ == g My Control System - Data Collector

& Configuration & Colection

Scan Deploy Agents Start Collection Service Undeploy Agents Stop Coliection Service

Click on "Start Collection’ button to start collecting the data

Devices

Devices Device Type Scan Status

e R

FL2019ES Computer Success

Figure 4.85: Stop collection service

Periodic collection needs to be stopped if the scheduler parameters need to be modified.
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When exiting a periodic collection, it is mandatory to undeploy the agents. The Undeploy
Agents button will stop the agent service in all the nodes and perform necessary cleanup of
files, folders and services created as part of periodic collection execution.

From version 3.0 onwards, periodic collection configuration changes can be made without
removing collection agents from network nodes. It is, however, necessary to stop the
collection services prior to making such changes. Configuration changes will be synced to
all remote agents, which may take a while depending on the network's size.

acknowledgement done previously. The user must reconfirm all prerequisites before
proceeding.

Configuration changes made to the HMI/Controller selection page will reset the prerequisite

To exit from periodic collection, click on Exit Periodic Collection button. This button will be
enabled after un-deploying the agents.

At any point in time during collection, MCS-DC can be closed. When the tool is re-opened, it
will show the collection progress.

Using Start/Stop Instant Collection button, users can override the scheduled time for data
collection and start a collection immediately. In order to stop instant collection, click on the
Stop Instant Collection button.

Figure 4.86: Start Instant Collection

C:\Program Files (x86)\ABB\ Service Products\DataCollector\Outputin the MCS-DC launch

n Instant collection output file will not be forwarded to MCS-FW, rather it will be saved in
node.
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5 Post Collection

Collection file name is structured in this way:
SID_RecDate_RecTime_HMISystemName_[ControllerSystemName]_DataCat
_Mode_[Part].zip
—  SID: SID of System
— RecDate: Recording Date [YYYYMMDD]
—  RecTime: Recording Time [HHMM]
- HMISystemNames: Refer Figure 4.84
—  ControllerSystemNames: Refer Figure 4.84
- DataCat:
« L-Lifecycle
«  P-Performance
« S-Software
«  C-Cyber Security
- Mode:
«  A-Advanced mode
- B-Basic mode
«  P-Periodic collection mode
+  M-System file merging

—  Part - Denotes partial collection, as a result of node customization.

5.1 Collection file merging

For certain system families, it is not possible to collect data in single step. For example, 800xA
with Harmony controller system. Harmony data which is collected from Harmony engineering
node need not be an 800xA node, and to collect 800xA data, the MCS-DC should be launched in
an 800xA node. In this case a two-step collection followed by data file merging is needed to
generate a single collection file and therefore a single set of reports.

Section 4.2.16, S+ Historian in 800xA or third party HMI environment describes other examples
where a single step data collection is not possible.
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To merge two system data files follow the steps described below.

1. Double-click onthe MCS-DC_Launcher.exe, to launch the tool. It is present inside the unzipped

MCS-DC folder. Select the option Merging of data files and click the launch button.

A == My Control System - Data Collector

Nat version check

User privilege check

Disk space check

New collection

MCS.DC launch drive check

MCS-DC

® Merging of data files

Figure 5.1: Merging of Data Files

If a Microsoft Defender SmartScreen popup appears when MCS-DC is being launched, click
n Run and continue. Refer to Appendix I, The Microsoft Defender SmartScreen for more

details.

2. Provide the input data files by clicking respective browse buttons. Provide the decryption
keys in the respective field. This is the encryption password provided as input during the

respective collections. Click Continue.

ABB  MCs-0C(System data file merging)

7 Werge Wirard

System Data Fie gt @)

Figure 5.2: System Data File input
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3. Select the systems\nodes to be merged from both the System data files. Ensure the following:

.NET Framework version 4.8.1is installed in the computer where merging tool is launched.
Both system data files must belong to the same System ID.

Both system data files must have been collected with the same MCS- DC version.

The time gap between these two data collections must not exceed 90 days.

Minimum one system must be selected from each system data file for merging.

Same data file cannot be used twice as input files for merging.

Do not select more than one HMI system (800xA, Freelance or S+ operations).

If HMI system is part of one or both of system data files, selecting it from one of the
files is mandatory.

It is important to note that when merging a System 800xA data file with S+ Historian
data file, the master file must be the 800xA file. When merging a non-ABB system data
file with S+ Historian data file, the non-ABB system data file must be selected as the
master file and the S+ Historian data file must be the merging file.

In case of node level merging, collection files system version and collection types must
be same.

It is strongly recommended that the data files collected using MCS-DC 2.9 or earlier
versions, shall not be used for merging.

ARE  MCS-DC (System data file merging)

# Wargs Waard i

Wakdation suCcessiul Select "Contmoe” 10 procesd.
syviem Stieston @

Mabor Dista P

Propecty Name Proparty Vake

(e rome o sooza v mow s K8

Property Vake

Figure 5.3: Validation
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4. The failed nodes will appear in red and succeeded in green. Select the systems\nodes that
are to be merged. After selecting required systems from both system data files, perform
data validation by clicking on ‘Validate’ button. Refer to the log window for validation errors,
if any. Clicking on ‘Back’ button will bring back the ‘System Data File input’ screen. Clicking
on ‘Continue’ button will bring the ‘Merging’ screen, if data validation is successful.

5. Enter the full name of the user, as it will be shown in My Control System after the merged
system data file has been uploaded. Enter an Encryption password with a length of 8 to 16
characters. Any combination of lower case, upper case, numeric and special characters is

allowed. This password is used to encrypt the merged data.

ARBRB  Mcs-0c (System data fle merging)

7 Wergs Waard

orrolend

Figure 5.4: Merging Screen

6. Clicking on ‘Merge’ button will initiate the merging operation. Detailed logs will be shown
on the log window. After successful completion, merged system data file will be created and
the file path will be displayed. Click the button against the link, to find the merged data file.

Clicking on back button after successful merging operation, will bring the ‘System data file
input’ screen and after failed merging operation, will bring the ‘System selection’ screen.

Click on Exit button to exit the application.

to maintain the accuracy and validity of the merged data file, users are expected to have proper

n Merging functionality is not restricted to any system data file combinations. However, In order

understanding on valid system combinations.

5.2 Limitations in data file merging

Following are the restrictions in data file merging.

- Mergingis not supported for Melody system collections.

— System level merging is supported for QCS system. (for e.g. System 800xA with QCS).
However, QCS controller node level merging is not supported.
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5 Post Collection
5.3 Report Generation from MyABB and uploading data file to ServIS

— Additional node's data which is collected as part of 800xA and Freelance system can only be
merged for collections taken using MCS-DC 2.9 or above versions.

5.3 Report Generation from MyABB and uploading data file
to ServlIS

Collection file must be uploaded to myABB / My Control System to generate reports. Note that
the upload of data to ServlS is restricted to specific ABB employees. Contact MCS product
management for more details.
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6 Troubleshooting
6.1 Node scan failed

6

6.1

6.2

6.3

Troubleshooting

This section provides solution to common issues that may arise while using MCS-DC. Refer to
the following sections for step-by-step instructions to resolve specific problems.

Node scan failed

If node scan failed, it may be due to inadequate user rights to access the remote node. To verify
the access rights, do a simple file copy to the remote node from the launch node. Access the path
\\<IP address of the remote node>\C$\Windows\Temp from launch node and copy a small file.
If the copy operation fails, user may not have sufficient rights to access the remote node. In
workgroup systems, if the credential format .\username does not work, use computer name\
Username format to enter the credentials.

Agent deployment failed

In very rare occasions during periodic data collection, data collector agent deployment may fail.
In this case, stop and delete the Windows service ABB.MCSDataCollectorAgentSvc in remote
nodes and deploy the agent from the launch node again. To delete the service, open Windows
command prompt with administrative privilege and run the command "- sc delete
ABB.MCSDataCollectorAgentSvc" without quotes.

B Administrator: Command Prompt

Figure 6.1: Delete service

Error message when .NET Framework is missing in the
launch node

A certain, minimum .NET Framework version must be installed in the nodes as part of data
collection. Refer to prerequisites section for more details. If MCS- DC is launched from a node
where no .NET Framework is installed, or there is a version that is too old, an error message will
pop up, as shown in the picture below.

SPDC_Launcher.exe - Application Error n

@ The application failed to initialize properly (0xc0000135), Click on O to terminate the application.

Figure 6.2: Error Message

Fora complete list of NET Framework versions compatible with each Operating System please
consult your local IT department.

2PAA120980D3000 P 112



6 Troubleshooting
6.4 WMI access denied or failed to connect remote node

6.4

6.5

6.6

WMI access denied or failed to connect remote node

MCS-DC uses WMI API's to collect the data from configured nodes (local / remote) in the control
system network. If WMI is not enabled in the firewall, MCS-DC will not able to access the remote
node and collect the data.

In case of WMI access denied error or failed to connect remote node error, check whether WMI
traffic is blocked by the firewall. If the traffic is blocked, WMI needs to be enabled in the firewall.
Refer to Appendix K, How to check firewall settings for WMI for more details.

WMI DCOM access denied

If an error event pertaining to elevated privileges for DCOM access appear in the local computer
Windows event log, check whether the Windows security updates in that node is matching with
other nodes in the network. If there is a mismatch, update all the network computers with the
missing Windows security update. Such mismatch may cause WMl access denied error and the
data collection from a remote computer will fail.

CBA online builder cannot print application which is using
RTA board

If a Masterbus 300 MCS-DC data collection is aborted of unknown reason, it is observed that the
Control Builder A application can no longer be printed. To resolve this issue, follow the instruction
below based on the configuration.

1. Ifredundant AC400 connectivity servers are used, restart one RTA unit at a time to solve the
problem. Restart the first RTA board and verify that it is running again, then wait 5 minutes
and perform the same action on the redundant RTA unit.

2. Ifasingle RTA board is used, and it is not possible to restart the RTA unit, use the following
workaround to correct the problem.

Start RTA Board Config in the concerned Connectivity Server and verify that Device CCPRIN have
logical unit 4. To verify that the Logical Unit No 4 is allocated correctly, use the command LLUA.

See example below.
*LLUA

I O] ¥ IRT]

(=] Tua -
DEVICE LOGICAL UNIT RC ALTERNATE LOGICAL UNIT KO -
CRTA ] 0
CRTE
SHOUT
NULL

CCPRIN
A

P

o

CRT
CRT

CRTA
CRTA
NULL 1

ok 00 S O PN i )
Ol 00 =) = N e

o
-

Listing of related documents

If CCPRIN is missing or don’t have value 4, use the command ALU 4=CCPRIN to allocate logical
unit 4 for CCPRIN

*ALU 4=CCPRI N

2PAA120980D3000 P 113



6 Troubleshooting
6.7 Connection with IClI module failed

Verify that the Logical Unit No 4 is allocated correctly with the command LLUA.
*LLUA

U@ _¥XT]

o]l lua -
DEVICE LOGICAL UNIT HO LTERNATE LOGICAL UNIT RO
CETA 0 0
CRTE 1 1
SHOUT : b
HULL 3 3
CCPRIN 4 4
CRTA 5 5
CETA b 1
NULL i Fi
CRTA 8 8

6.7 Connection with ICI module failed

A dedicated connection to ICI module is required to collect Harmony controller data. If this isn't
the case, the controller collection may fail with an error message "ICl shared, other connection
types not allowed". To avoid this situation, prior to the data collection, ensure that a healthy
communication is established with the ICI module using S+ Control API ICI configuration utility.
Refer to the screenshots below.
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6 Troubleshooting
6.8 Invalid certificates cause the data collection window to hang.

Logical to Physical Connection
Appication Logical ICT | 7: “ETrack” =] hyscalICIDewes  [ET: >
Connecton Desarption [lETrad( Physical Connection Type [TCP/IP =

| TCP/P | Sensi | SCSI | Lioensing | Service |

Remote Server Settings
wwmﬂ]mwusﬁ Pot [2000 Test Connection
Securty Level @ Basic  Advanced (ET and VPNI only)
VPN SADO0 Castinn [~ Optimze use of these network adapters:

| Test Connection X _7_]
PN8L

0 Response received from ICl and test connection succeeded.

o [ ][

K B
§ Logcal 1o Physcal Connection
Ropkcation Logeaicl [ 32 =] vicoeke [ =]
o o on ,_m sl Connechon Type irow =~
TCPAP | senal | SCS1 | Licensing | Semvice | Test Connection Response X

Lozsl VPNI Sarver Settings |

Server [P Adchess j L e hatind 1 Response received from 1G] and test connection succeeded.
Securty Lavel e % Advanced (IET and VR
Mﬁ_! homendatire  WPNI Restarted TES [ Workflags
VENI PREOD Setmrgn - Tree e Crikng NG FRoY s
e | Mode EETo00Eshermet  Firewall Blocking MO FeE I mmsn |
Phs00 Adess 7| [172 1616011 7] | | B A i) Cable Dsconnected. MO I aoe I ast
1B ContolMetwork 100 rm“ 93! o Mree [ ats
Contrel Lint i s Fr= Mg
| SR R Mew
| -3l I v
| e ]

Defait I Restve I Espat. Import I T T
Figure 6.4: S+ Control APl version above 5.0

Figure 6.3: S+ Control API version 5.0 and below

6.8 Invalid certificates cause the data collection window to

hang.

An instant data collection may hang when secured communication is configured with invalid
certificates. This results in no active controls, so the data collector cannot be stopped or exited.

See the screenshot below.
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6 Troubleshooting
6.8 Invalid certificates cause the data collection window to hang.

Figure 6.5: No controls are active

Follow these steps if such a situation arises.
1. Close the data collector window.

2. Open Windows services (type services.msc n the Run dialog box and press Enter) and stop
the service ABB.MCSDataCollectorSvc.

P L PO S RN Ml
g s ety £ A S e

(iwta s rmeshs B ne e Pt Lo 0 e sl

Figure 6.6: Stop the collector service

3. Start the data collector.

This situation is exceptional. Stopping services from Windows services list should not be
performed under normal circumstances.

2PAA120980D3000 P 116



A How to change the default port number
A.1 Basic Mode

Appendix A How to change the default port
number

MCS-DC uses port number 23571 as default. Should you need to use a different port, follow the
instructions provided here. If MCS-DC detects that the port that is chosen is already in use, a
notification is shown, asking to change the port number.

A.1 Basic Mode

1. Inthe Configuration screen click on the settings icon as highlighted in the below figure.

AREB Wy Comral System - Data Colkector

Figure A.1: Click On Settings Icon

2. As the settings screen appears, provide a new port number in the Port Number field.

ARE My Comuol System - Data Collecter - a x
e ot S0 Test

i Comectomtor

Figure A.2: Provide New Port Number

3. Click on Apply to save the changes.
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A How to change the default port number
A.2 Advanced Mode

A.2 Advanced Mode

1. Inthe Configuration screen click on the settings icon as highlighted in the below figure.
Py—— S5 Tuut i
e Come s @
Jooean | AC BooM
Figure A.3: Click on Settings Icon
2.

Settings screen appears, provide a new port number in the Port Number field.

ARB My Comuwol System - Data Collecter =0 e
@ Contgunon st @

@ Controllers @

Figure A.4: Provide Port Number

3. Click on Apply to save the changes.
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B Configuring Secured Communication

Appendix B Configuring Secured Communication

It is recommended to use the secured communication for data collection in order to maintain
authentication, data protection and data integrity.

Please note, secured communication cannot be enabled if the .NET Framework version in the
MCS-DC launch nodeis below 3.5. Please note, if secured communication is enabled in the MCS-DC
tool, then all the computer nodes from which data collection has to be done should have a valid
certificate for secured communication.

If the .NET Framework version on the MCS-DC launch node is above 3.5, MCS- DC tool does the
below checks during the node scan.

— If secured communication is not enabled, a message is thrown during the node scan, saying
“Secured communication is not enabled. It is recommended to use secured communication.
Confirm to proceed without that”. User has a Confirm option to proceed with the node scan
and Cancel option to abort the scan operation.

— If secured communication is enabled, user can proceed with the node scan.

Secured communication is established through digital certificates. As per the requirements,
users can generate certificates in three different modes as mentioned below:

—  Self-Signed Certificates
—  Third Party Certificates
—  Certificate Authority

Before proceeding with further steps for secured communication using certificates, user must
obtain certificates from one of the above-mentioned modes or user should have a Certificate
Authority Server configured and running.

Secured communication certificates should be installed in each node as mentioned below. Secured
communication between MCS-DC launch node (server) and other nodes (client) in the network:

—  Server certificate should be installed in MCS-DC launch node and client certificate should be
installed in all the nodes in the network from where data need to be collected (including
MCS-DC launch node).

Secured communication between MCS-FW (server) node and MCS-DC launch node (Client):

—  Server certificate should be installed in MCS-FW node and client certificate should be installed
in MCS-DC launch node.

Secured Communication is optional.

It is solely user's responsibility to obtain the certificates for secured communication.
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B Configuring Secured Communication
B.1 Selection of Server Certificate

B.1 Selection of Server Certificate

Refer the procedure below to select the installed certificates in MCS-DC launch node (Server)

and all the client nodes in the network.

1. Inthe Configuration screen click on the settings icon as highlighted in the below figure.

ARB Wy Contral System - Data Colkctor

i Comcaonor >

Detected Systems ()

Figure B.1: Basic Mode

2. Settings screen appears, click on General tab. Enter the port number through which secured

communication needs to be established.

ABB  serings
General Communication
Part Mumber Lo235M

(Agent Communication)

Apply

Figure B.2: Communication Port
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B Configuring Secured Communication
B.1 Selection of Server Certificate

3. Settings screen appears, click on Communication tab.

Settings

General Communication Collection Retry

+'| Secured Communication

Certificate Store: LocalMachine w

TLS Communication: TLS 1.2 v

Available Certificates

OPMHYOPR
169.227.40.71
OPMHYOPR

Cerificate Info:
lssuer; Ch=800x4 Builk-In lssuing Certification Authority
Subject CH=0PMHYOPR
Version: 3
Effective Date: 212372024 11:37:58 AM
Expiry Date: 202302026 11:37:98 AM
Thurnbprint 9180 CFS0O7FECENSFO863D0D30771A9541 08CEAT 40

W

Figure B.3: Communication Tab

4. Check the Secured Communication check-box. Select a relevant Certificate Store and TLS
communication version. Selecting a Certificate Store shows available certificates in that
store. Select a relevant certificate. Click Apply to save the changes. The IP address and port
will be bound to the certificate automatically.

TLS version must be selected based on the installed .Net Framework version on a computer. Refer
to the table below. It is important to note that not every TLS version is supported by all operating
systems even if the corresponding .Net Framework version is present. For a complete list of TLS
version support refer to Microsoft article
https://learn.microsoft.com/en-us/windows/win32/secauthn/protocols-in-tls-ssl--schannel-ssp-

.NET Framework versions TLS versions
n 35 1.0

4 1.0

45,451 1.0and 1.1

452,46.1,46.24.71,4.72and 4.8 1.0,11and 1.2

4.8.1 1.0,1.112and 1.3

ﬁ If the same TLS version is not selected on both the client and server sides, secure communication
will not work.
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B Configuring Secured Communication
B.2 Selection of Client Certificate

AN\

B.2

In basic mode, the highest TLS version is automatically selected on remote computers. Ensure
that it matches with the TLS version selected on the host computer. If the highest TLS version
is not compatible with the host computer operating system, switch the data collection to
Advanced mode so that a lower TLS version shall be selected as desired.

Selection of Client Certificate

If the client certificate name is same as the name of the node where it is installed, the data
collector agents will automatically detect the installed client certificate and use it for secured
communication. If this is not the case, the user will have to select the Client Certificate in each
node by following the procedure below.

If the HMI system is S+ Operations, before proceeding with the following steps, stop the service
ABB.MCSDataCollectorAgentSVC from the Windows services list in the node where client
certificate is being selected. Once the client certificate has been selected, the service must be
started again.

Run the utility ABB.Services.UpdateClientCertificate from the folder path C:\Program Files
(x86)\ABB\Service Products\DataCollector\Agent\Standalone\ <Date>_<Time> in the case of
standalone data collection and C:\Program Files (x86)\ABB\Service
Products\DataCollector\Agent\Periodicin the case of periodic data collection. This utility will
be available only after deploying the collection agents to all the network nodes as part of data
collection. After deploying the agents to all the nodes, go to each node and run the utility, select
the certificate and then update configuration as mentioned in the figure below.

[ Update Client Certificate *

Client Certicate  [169,227.40.71 || Select Certficate

TLS Communication ~ |

Update Corfiguration

Figure B.4: Update Client Certificate

ABB Service Certificate Browser pop up appears, select option Select Certificate from Local
Store.

Identify the intended client certificate and select it. Click OK.
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B Configuring Secured Communication
B.2 Selection of Client Certificate

g ABB Services Certificate Browser *

(® Select Cerfficate from Local Store

Certficate Store: | LocalMachine ™

Cerfficate Info:

lesuer: CN=169.227 40.71, OU=PAEN, O=ABB, L=Bangalore, 5=KA, C=IN ~
Thumb Print: 81B82F84FB30E324EC82035FBCB6BC4554EE3ABE

Subject: CN=165.227 40 71, OU=PAEN, O=ABB, L=Bangalore, 5=KA, C=IN
Version: 3

Effective Date: 9/1/2023 Z2:44.38 FM

Expirv Date: 8/31/2024 2:44:38 FM e

Figure B.5: Client Certificate

..ﬁ SSL agent communication might fail if 800xA configuration installs the License Service on a
node where DC Agent is running with secure communication.
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C Procontrol P13 source file (.csv) separators

Appendix C Procontrol P13 source file (.csv)
separators

The file location of P13 source file (.csv) is a mandatory input for P13 Lifecycle data collection.
Please note that in the exported P13 source file the text separator must be double quotes (),
and the field separator must be a comma (,).

_ﬁi!g Progress 3 - | RSP s

File Edit EPROMs External Data Print Online Functions Info Intern

d N
Job: |MAT Export HW data

File name

|CACP2TOP\DTANMAT \HW

~File format

" FIx%_(Fix Field Lenqth]
] * [CSV (comma seperated values) I

Text Seperator ]'_
Field seperator I_

¥ “Wiite field name into first line |7 oK I

Figure C.1: Export HW data
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D System configuration export

Appendix D System configuration export

This section provides the procedure to export system configuration files that are required for
data collection for various controller families.
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D System configuration export
D.1 Freelance System

D.1 Freelance System

This section provides a detailed explanation on how to export the Freelance system project
configuration (structure) (file type *.csv or *.csvs), that is required for data collection.

1. In Configuration mode, select root node. Save project or any last changes done.

Project Edtor Elements Edt Symem Opticns  Help

LEBRAN ALK | @REB=EbAs20

i B vanables % Tags x
IR AIGEE -
E\LDLEEQ (cone) = | name Comment Type Res. X Object Location
Bl ot Saftware (SW) ‘ ‘[ '] |
[¥ 01 PS7 (AC 8007) = =
02 PSE [AC 800F) EZUU_CFUQZ_X Prozeccwart REAL Pel N 0
U3 PSS (AC 800F) 3200_CF042_xin  Prozesswert eingang uNT P51 N -
Dos OFLL (GWr) 40802PD11_IN BOOL PS1 N
@05 oF21 (Gwr)
Dos oF1 (owr) 40802P011_MA BOOL PS1 N
D07 oFct (GWY) 40802P011_MM BOOL pS1 N
08 OFC2 (GWY)
09 OFC3 (GWY) 40302P011_PRO BOOL PS1 N
[ 10 PSL [AC 700F) 40804PO11_PR1 BOOL P51 N
115850 (ACSE ) 40804P0Z1_ILD BOOL PS1 N
12 PSE [AC 800FR)
B 15 poa (hac) 40804P021_1L1 BOOL P51 N
[E 14 800x (BIDA-2S) =| |40g08P02L IN BOOL P51 N
15 Ursacl- o) 40802P021 MA BOOL PS1 N
16 LS01 [VIS) =
Lm0z Harcwere (HW) 4D804P021_MM BOOL PS1 N
(02 Fool 4080APOZL_PRO BOOL PS1 N
F—@EoL ps¢ (0PS)
[ IMGa o farc) 4080AP021_PRL BOOL Ps1 N
[—m03 Leer (FBD) 4080_AR01Z Y REAL Ps1 N
—E 04 Tmﬂsll(fFﬂ[j)) 4080_ARD1Z_Yout uINT P51 N
{—E105 Trenst (FOD,
[ m0s S (FaD) 4080_ARDZL_Yout UINT ps1 N
007 NACHTEET (PL} (On) 4080_AMD22_Yout UINT sl N
[—Moa Trend (TR D-Gs) 4D80_AROZZ_YouL UINT ps1 N
F—[J 05 Grefik (FGR) = =
[ @10 AnsGenerat (FL) (On) 4080_AR02Z4_TuuL umT T
—E il UPBT=st (PL)(On) | Jaoso_aro11_Baus  mefehl aus BOGL PS1 N
= L) 4080_APO11_BEIN  Befehl EIN BOOL PS1 N
|13 PS_2USRTask (PL) (On) < = =
(14 PS 2USRTasd0 [FED) 4080_APO11_CE_X  E-Entst.Zuluftventilator REAL PS1 N
O ama_inion (L) 4080_ARP011_CE_Xi  Prozefwert-Eingang UINT PS1 N
—@ 16 GRO0D (1) :
—E 17 GR_greendd (1) 4NA0_APNT1_RMF Frtst. Zulufrusntilator RBOOI Bs1 N
(— 18 amo_nadd (1) 4DS0_AROL1_SMA  Befriebsart Hand=0 / Auto=1 BOOL FS1 N
19 amp_sfn (1) 4080_AP011_SPS  Ubarwachung PS BOOL Ps1 N
—O20 GR_grTon (L)
B2t Transzaoo () 4D20_AP011_SS  Fern/Vorortbedierung BOOL ps1 N
I 22 ama_naToo (L) _ | |4080_aP011_SSTO  Status Sammelstorung BOOL PS1 N o
= n
< )
78 Project | - Libraries

E———— 12994 of 12994 entries. AUTOACCEPT GN NOLOCK

Figure D.1: Freelance Engineering 2016 spl

2. Now from Project Tree Configuration mode go to menu item Project > Project manager.
That brings to different window.

Crmid priget

Chack o
i e el

: Peorestmart AL
Prodestma Fgang BN
BOCE
B,

[

PR L PR L L S L S e e S S

P R L R R

B Dubaftrenotator BoCL L
Basratawt HandeD [ Autos) BOCL P51 M :
U schung B5 oL Sl M ¥
- YOG RO 1 M ¥
i Sammaitorurg BOCL [ u

« < % <

s Ubartant + Uneym, Std BOOK

sk Tharmeitor Strung  BOOL

Figure D.2: Project Menu
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D System configuration export
D.1 Freelance System

3. Under Manage project click on Export option.

L e I o ————

Fromd  Corbopasient  Comvmvmmoney Oy Help
B L9

Project manager

Freelance Engineering

b e e
L. Commpnpinnng

Project detats
P b=t (v Brsl

Froyed maraoer il FL STT

Fraad pe

Proyect e ae

Paspases e [

Pyt 0w T

o OMIAI00E 30 M4 2D

Pt Comerang

8 propec seteda

Figure D.3: Export option

Manage project Documentation
] F Ruseane nows
3 faen w PSR e el e
UOurprdiageon 0
Clalety
il

ARB

4. Select the folder and file name for the backup .csv\.csvs file to store.

618219

Project manager

Freelance Engineering

2 Combpatim
- Dy

Project detads.

oyt e commeclest

Pesmit mataze i L STT
Praimad o

o ect orgmi ne

Pasveoed prawces e

Fazpmct scw tastal

L BAIATOE 10 84 T3
Pt el

T2 et et

Manage project Documentation
Tl gt F by nited
1 e s Y o Py st
L4 —— =
s [ ——
i Lipont Sacwe .
M meh Lo X =]y L A
W Ocee .
. [ - @
¥ Decumeres
o b —
= Peven
H v
B Cpmgter
Fiemsms | ArchromaProj
T L e N -
PRy - | e Caminl

Astoczate prmerm

Figure D.4: Project manager tab

If the Project password is enabled in the freelance system, the export file type will be .csvs.
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D System configuration export
D.2 Advant MOD 300

D.2

Advant MOD 300

This section provides the procedure about how to export the Advant MOD 300 System project
configuration (structure) (ATF file) that is required for data collection.

1. Open AdvaBuild Control Builder.

2. Select and open the project.

3. To export project, go to menu Object > Special Commands and select Save_ATF.

AdvaBuild Control Builder

Project Edit View g Tenplet Tools Window Help

=

Anirotation
Properties
| ACAET AFER
=) AEH_MT_AREA
v £=| B_AREA
7= COP_AREA

=) CONSOLE_AREA
=) D20_AREA
) GATEWSY_AREA
£ IM5_AREA
) OSHS_AREA,
) 05_4REA
=) SC_AREA
=) TURBO_ARES
=) DEVICE_DESCRIPTORS
=) PROTTYPS
£ FLC_DIR

Coiterts of ‘04 _TEST DB’

941172013 11:259:4
9A1/201311:29:4
9172013 11:25:4
5911/201311:25:.4
9411/2012 11:23:4
91172013 11:29:4
9A1/201311:29:4
94172013 11:25:4
911/201311:25.4
91/2012 11:23:4
941172013 11:259:4
9A1/201311:29:4
94172013 11:259:4
911/201311:25:.4
9411/2012 11:29:4

| Object ID: | Object Type | Cammert | Creation Date
AC410_AREA ARES
AC4E0_AREA AREA
AEH_NT_ARE& ARES
B_AREA ARES
CDP_AREA ARES
COMSOLE_&RER ARES
DeD_AREA AREA
GATEWAY_AREA ARES
IM5_aRE& ARES
OSHS_AREA ARES
05_AREA ARES
SC_AREA AREA
TURBO_AREA ARES
DEVICE_DESCRIPTORS DEY_DIR
FROTTYPS FROTTYPS
PLC_DIR PLC_DIR

911/201311:259:4

Figure D.5: Object Tab

4. This creates an ATF file. Save it, so that it is available for Installed Base Management.
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D System configuration export
D.3 AC100 System

D.3 AC100 System

Following is the procedure to extract the .bax file in a AC100 node:
1. Open application builder in AC100 node.

2. Select the desired controller node which is Online.

rs Application Builder - AC100 - [Node List] - | o [
_J File View Options Tools Window Help [MEIS
W EEE S gl el 2
Node Hame: Filey
[pode7 T =l
T aNods “Node Typs “Ne. Node Bus, Station FNat, RNeds Fosi_ Comment
1 odel AC11023 17 1
2 node2 AC1022 17 1
K nede3 AL 160 wih PHESK 2.2 110 3
4 neded ACT11021 17
5 rodeb AC12 17 I
[671 nede? ACHIG 7 i
Exlend View \ bodty. | LockiUnlock Update |

Figure D.6: Application Builder AC100
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D System configuration export
D.3 AC100 System

3. Right- click and open the function chart builder.

) Fle View Optons Took Window Help

DNERR BEE 8 alsisl el 2k

Nade Name: Fie,
=
ok Nede Type Net, Node Bus, Staien FiNes, FNode Posl.. Commert
1 rodel ACTI023 17 1
2 node2 ACTI022 17 1
3 i i
Tﬁ“‘ngﬂ’i Function Chart Builder -
n il

& ede  Node Structure Function Chart Builder L ¥
5 node  BusConfiguration Bulder ¥ 1

Test Editor

Delete..

Lock/Unlock

Moity...

Modify Tocl Versions...

Update FCB Data...

Copy=

Name: Only

Update
Estendvien.. | Modi.. | Loskmniack | updare |

Figure D.7: Function Chart Builder
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D System configuration export
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4. Once the function chart builder is opened, go to file and click on generate source code.

[E1File | Edit View Options PC-Section PC-Termiral Targst Test Window Halp

Initialize
Rebuild Element Types

ew Section

Delete Section .

TS

1] 1] 2w

»
ﬁ % -
Open Section »
On-line Preparation Mode [Eainams  |Address
Save Ctilss

Sap Madificztions

Set Password...

Generate Target Code..
| Generate Source...

Expand Node Structure

Check PC Source...

Backtranslate Source...

Export DB Section...
Import DB Section..

Print... CtilsP.
Print Setup...

Page S¢tup..

o

Creste.. | [ Edt. |  Detere | el |

Figure D.8: Generate Source
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Enter the desired file name on the pop up which appears and click OK.

Function Chart Builder - Node: AC100/NODE3 - [<2> DB Section] =-|a x
[@) File Edit View Options PCSection PCTerminal Target Test Window Help NEE
gl @ = wla| peomaws | s%|E] oo wle] sl 2l 2ls] 3]
Eilbeidtem Die.: FilierfInstance Name: DB Terrinsl;
[AIE00_t =T =N =
[euznn_i |
Item Descnalion | Instance Nains At |Collname Addiess

™ FC Sectn [+ DB Secion
PC Fle Hame: OB File Mare:
[ i O R = .|

’ﬁ ¥ Include Spstem Defaulis

¥ Include Svsten D8 Elemerts
Rl AlPragrams | Selct Plagrams I~ Fierlars |lem Designalions by ‘wildcard

I~ Prefis DB Elements by MODIFY
Fr Itesw Dizsignater: DB Fiker

‘ PC Prograns) DB Code Gsnersor Options

" Ficen - I Calname: |* 3
Fo 3| |re= F

- D18 Irem Diesicy
™ Cisntemiate TCs T Feplace Nat Chaedters | 1 Fieen: E -
oF Cancl | Help | [y |

create.. | | _Edt. | Delete | Connect. |

Figure D.9: Generate Source Code

The information of the nodes will be generated as DB source code. You will get a message
that “DB source code generator finished successfully” in the function chart builder.

File Edit View Options PC-Section PC-Terminal Target Test W»mhw

e || e A8l ®] oo #]e] deled| S| Flo] 2N

[ \PROJ\.IClﬂﬂ\nedgl\NOI'IE]\DEDATi\CLlﬂI BAX

wnw SCE10
DB Source Code Gemerator finished successfully

Figure D.10: Function Chart Builder - Node AC 100/NODE3
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7. This file will be saved in C:\Proj\node\dbdata as .bax file.

3 Eie tde View Options  PC-Section PC-Terminal Tamet Test Window Help

sl = [ -] @] Fommom | almelm] olo] mle| s =

C . \PROJ
##s DEFAULTS for AISD

(mes DEFAULTS for AISBUI
*## DEFAULTS for AX6dS
wwn DEFAULTS for AKG46

DE Source Cods Generator finished

\!ClﬂU\nndnl\NUDEE\DEDATA\CL!UI BAX 2]

v &] [SesrchDBOATA. 2]

Name

o Favards Date madified Type size

|l Deskiop
& Downloads
5. Recent places

L] CLI0.BAX 04/12/2018 429 PM BAX File SKB

/8 This PC

€ Network

1item

Figure D.11: Saved file path location

Figure shows the exported sample of .bax file with AC100 configuration details.

B!E#F'WWH Llajx

S T e e e |

(* 140901.BAX generated with FCB Release 6.2/1
(* Pagelayout: Srandazd Haster A3 landscape English
(* Node type: AC 110 2.1

1
14-5EF-20L6 15:09:24 %)

Rowa: B2, Cola: 200 *)
Base SW: ACILO0 BASE SW* 2.1 %)

(* hdditional opticns: HPCS02 2.1/0, OPFT1: extended BC 2.1 |
" "l
" "l
t 1
BEGLH D8
HEADER
Design_ch € Naorling
ech_ref
feap dept HoE
[pace 60108
Textl EXCI 2.0/1
Textd Froject
L _Texzd Woltage Regulator HPC 240
Textl L
Texed X¥R 214 121-
_ind o
[Lanquage E
EGIN CENERAL
[CEFAULT DIg§ac
+B0% L]
1STATION L]
POSITION ]
L 1
TYRE Dreao
EFAULT DISE20
156 _REF
[LEFAULT posan
1BUS
JSTATION e
<l
Ready

Figure D.12: Sample of
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D.4 Melody Rack

This section describes various configuration files required for Melody control system data
collection.

D.4.1 Melody Island Devices File

Procedure to obtain System Project Configuration or Melody Rack Island Devices file (file type
*.csv with '} delimiter)
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Composer Melody Rack version 6.0 or later

Follow the procedure below if the Composer Melody rack version is 6.0 or later.

1. Open Composer and switch to Project Structure view.

=lojx
Bemptuﬂmwwm

: | Descripton

[Myromasmae ] ™ ﬁ

Statistc information on chjects used within the project

Information about databass users
Information about project backup and maintenance

%8 Doaumentation Structure

8 fus Topology Structure

i it |Pro}«tﬂan= |Cu'mcr-t |Senl=r |I.bra1rPa‘h
H UbETY SUCTLEE TMd_51 [Md_él ] MELODTE]L ] d:\syrphon
| i
| -4 Editor Colors
EHE) Praject: Mel_61
il >
[ conct  J[ oty | [ neo |
REO(%HS
s ooms |
|2 admicitrater |l |-

Figure D.13: Open Composer and switch to Project Structure view
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2. Right-click on the project then select Open.

=Tk
BOISHS AL|4 & # & ke v )
g Pros cire : Hame | Descriptian
i | X Setting Dizlog for system, user and project settings
[T'@ -’"’i":“m_ Statiste information on objects used within the praject
8 i Open Information about database users
Information about project backup avd maintenance
|’lo;|ev:tﬁm|-e [let |Sen'u EWﬂPalh
| el_s1 | mel 61 | MELODYS1 | d:\Symphom
i~ Print Cptans For Sequence
i @) Produet Extensens
i @ License Configuranon
¢ »
| Cewa o ] [t |
| Mel 61 (Melody Project) |2 acminiamatee T ]

Figure D.14: Open the project
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3. Select Bus Topology Structure.

E Control Engineering - Mel_61

=l0fx
FEEEREEIFTITTIT |
[T8 Bus Tapology Structure| v

o
& Praject Structure
Tf Functional Struchure
2a System Structure

Maintenance of object refated long texct comment
29 Location Sructre ‘k System References Systen references sverview
%o Documentation Structure é&mlmn Crwerview Samudation references overview »
' Name: Text
g Libeary Structure .' oys 1 i
i Type
|| CSSysten
|
|
Messages | Logging |
" R it .
[y —— [ ey | —— -

Figure D.15: Select Bus Topology Structure view
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4. Right-click on the system and select Export then Excel.

E Control Engineering - Mel_61

| 15 sus Topengy Struchure

=0 i
gt mel_61: Ml 61 I
Lok E Branch Ta [sands

List of Islands
p - -'{EG) + Comment Mantenance of vbject related long text comment
= Print L T System References Systen references overviaw
1 _m ﬁ&m:m Crverview Simulation references overview o
Doaument References. .. T - ' =
-_ Mame Text
Upioad operable Parameters. :S’ﬁ 1 1
System References... 5
_ B (Ve s
net{SC |
i
I
.
[ Melady systam: Sys 1 |2 Acministrator @ ——I

Figure D.16: Select Export to export in Excel
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5. A window with multiple export format option opens. Select CSV option.

=l s I

Sl
hm-rmm; » Hame

Rl - Syste

5 w61 pel_g1 -
?—Ti-h Cret{sc) (]
; : 1, et
s et Sy o k

<

| .

Figure D.17: Select CSV Option
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6. Select Bus Sharing Units from Select Report drop down option and press OK.

B Control Engineering - Mel_61

FEEE e =
! ":g Bus Topalogy Struchas _“ L Hame Desaipton bl
H.]Q}E;::_m: e . . of System Parameter

T s oonismmens |0, b

i Cance Apoly Hep

{ Messages | Loggng

|
Figure D.18: Export Data Bus Sharing Units

[ 2 Admristrator [ ——I

7. This creates a CSV file. Once the CSV file is created, Save it.

2PAA120980D3000 P 140



D System configuration export
D.4 Melody Rack

Composer Melody Rack version 5.2 or earlier

Follow the procedure below if the Composer Melody rack version is 5.2 or earlier.

1. Open Composer and switch to Project Structure view.

g D330 // AC 870P Engincering Workplace / Project Structure {Running))

KA >N ‘,3‘| 2 S amy | o i Rurriing ) V
B Functional Stfure (HT] P osect Statstc Stattstic irtoemation on objects
B system Strucure |65 Database Information Informaticn about databass us

t‘g Location Struchure
B Decumertation Struckare
2 Bus Toodlogy Structure

f_: Library Struchue

Figure D.19: Open Composer and switch to Project Structure view

2. Right-click on the Project then select Open to open customer's project.

@ D330 // AC 870P Engineering Workplace / Project Structure {Running

E‘ *Q@\“/lhil\u i ‘i:_Runniljg

—
1 T:g Project Structure

S Project List
w89 D330
R
~f0F) G195
sl ) SCMTEST

Figure D.20: Select Open to Open customer’s project
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Project Statistic  Dats oflast update: +

| Pannng  [Release  |Funning

| & Binary Signals 0 i} i}
|+ Anaiog Signas L 0 0
| F¢ Limit Sgnaks [ a ]
| Z pacled Boolean Signals o 0 0
}‘l::"’ Mulb Signaic 0 o 0
| £ Process Prints [ 0 ]
| =4 Functinn Diagrams 0 0 0
ih__—-j Function Diagram Pages 1 ] o
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[E] Controller 0 0 0
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L T ETIEY] e
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3. If the project was already opened, the Bus Topology Structure view has to be selected.

vl

X ™ ‘ » m 3 ‘ oL ‘ @ g l © i i.li_{unriir?:gm

System Structureé

iEg Project Structure

'Eg Functional Structure

?;g System Structure

‘Eg Location Structure

'Eg Documentation Structure

"= Bus Topology Structure

iEg Library Structure

Figure D.21: Bus Topology Structure view

4. Right-click on the system and select Export then CSV.

@ E610 // AC 870P Engineering Workplace / Bus Topology Structure {Ru

E@l “’EI@\" /"@Q‘Q) i l‘_Runﬁiﬁg

Eg Bus Topology Structure

BinEsI0:

ok B e

Print »

T

Document References. ..

Upload operable Parameters. ..

Figure D.22: How to export CSV
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5. A window with multiple export format option opens. Select Excel for .csv.

:E’E

bl e,
| T B Taoslogy S | | g Lint| vl o

Corfig

Lt of Tetareds
Murtaranza 1 shiset nalitad leng e siean
erverwion of doimert referenices

e stanvelzrarkt st ol dhisil

2n x5 &)

Figure D.23: .CSV file export option

6. A window opens where the Bus Sharing Units report needs to be chosen.

B Export Data _

- Select report

:!Channel Assignment (Exchange Format)% @

| CCF Orderlist a

Channel Assignment (alarm LUnit)
Channel Assignment {CCF)

= Channel Assignment (Exchange Format)
Channel Assignment (Extended)

Channel Assignment {(Standard)
Channel Assignment (Statistics)
Channel Assignment (With Device)
Process Item Data

i Signal Cross-References
o Simulation Entries

Figure D.24: Choose Bus Sharing Units report

2PAA120980D3000 P 143



D System configuration export
D.4 Melody Rack

7. Select Excel option for .csv. Provide desired path and file name to export the configuration.

8. This creates an .csv file. Once the .csv file is created, save it.

D.4.2 Melody CSE_Conf File

CSE_Conf file contains the EPC and IP addresses of all the modules part of the system. It must
be exported from Composer Melody Rack too. It is stored in the below path.

C:\Program Files (x86)\ABB Symphony Plus\Engineering\Composer Melody Rack
Orin

C:\ProgramData\ABB Symphony Plus\Engineering\Composer Melody Rack

n The folder ProgramData is hidden, choose Show hidden files option in Windows to view the
files.
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D.4.3 Asset structure export

1. Open Composer and switch to Project Structure view.

H Control Engineering - Mel 61 =18|%
IEC/SEHS (XL US| d@|rmm @
!T;a Project Struchurs, [w | Descripbon
| & Seitng: Waing for system, user and project setangs
| E_ Frviond Swebee Slatistc information on obiects used wilhin e oroject
‘f;g Eyatem Sruchure Infeemration sbout database wsers
T Locaton Struchure Infaamration shout progect bada p and maintenance
T Decumenistian Strushre
| B ey S A oroectn | comment | Server |beary Poth
Fa Utrary Stuctae | mel_61 | mel 61 | meLoovsL | disympnon:
v lle s
cancel | amly | [ e
RO (x88]

= - .
";’“IA'B_E—JIEEI ‘@IFL*@'-Z WD o™

Figure D.25: Project Structure View
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2. Click on Settings, to get the below window. Under Working Directory, select the location for
saving the asset structure.

C

L4

"lilpnruians Configui ation

& Settings
g Project List

v By System

o Communication
& Cache-Manager

w 2, User

& Common

@ UserInterface Language
W) Notification

@ Editor Colors

v {4 Project: TESTFIM

&% Engineering Settings

F-. Function Diagram Archiving
Operations

PROFIBUS

Authorzations

Documentation Rules

Personal Data

Print Options For Sequence Structun
ﬁ; Product Extensions

%, License Configuration

D%EeE LR

Operations Settings
W PERIULR U YU U Server
Mame Type Description

P Systern_) Symphory Plus Operations System

< >

General Settings
[ Defaute
Waorking Directory

|c:\_Mz|D_dy

L
Operations Code Generation (Symphony Plus)
[4] With Operator Control

[] Load 5+ Operations

[ Delete loaded files

0K Cancel Apply

Figure D.26: Operations Configuration Window

3. Select system structure and click on Export to export the assets.

=

[E]

oo S view

-l Bark

= = #i System ©
Sl Bt &En PMS76_1, RestoredFrom PIMETE_12019.10.24 12.48 g5 lslands List of llands
s Sys 2 Branch > e - e s e
2 o MNarme Text
Topology Design e O = 5
€ 3
Export > Excel

Contod Ermpneenng

Connactivity Enginesring

HMI Gonfiguration

Ty Bus Tepolagy Structure

C 81850

Universal Gonnoct

Document References...

Help

Upload operabie Parameters...
Systemn References...

Simulstion Overview..

Signal Monitoring...

Device Scan...

internal Met Mame nternal Met Typ

[Castisty

@iy O Owerins: Boue Zoma Bioe

—Prms @snon ovans 8 open comen

1000

Tool Time
Project Admin AA6/2021 3e.,
Praject Admin  3/16/2021 3.

Project Admin 3/16/2021 3.

Figure D.27: Export the asset from system structure
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4. Once exported, assets will appear as shown in the following image.

Name

| | Station EP204A09-Assets.xml

| | Station 01C05 (CMC60 102)-Assets.xml
| | Station 01G09 CMC70_103-Assets.xml
| Station 04 A09-Assets.aml

| | Station 06C09 S800 DPV1-Assets.xml

| Station 08A09 PME77 Migra.-Assets.xml
| | Station 10A09 Turbotrol-Assets.xml

|| Station 11A09-Assets.xml

| Station 13A (PM875-2 FW207-Assets.xml
| Station EP204C09-Assets.xml

L WTMS50A-Assets.xml

| | WTM50B-Assets.xml

L WTM50C-Assets.xml

Figure D.28: Exported Assets

n Asset structure export option is not available for Symphony Plus system in Composer

version 7.0 SP1 and SP2.
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Appendix E SHA256 Hash verification

ABB has created a tool (digitally signed) that can be used to calculate the SHA256 Hash. The tool,
2VAA005130.zip (Symphony Plus SHA256 Hash Calculation Tool Version 1.1.0) can be downloaded
from ABB library. This is by no means mandatory, it is an additional check that is up to the user.

To run the tool, perform the following steps:

1.

Extract the file SHA256HASH.exe to the desired directory. In this case it is
C:\MCS-DC\SHA256HASH.EXE

Copy the MCS-DC zip file downloaded from My Control System (MCS) portal or ABB library,
to the desired directory. In this case it is C:\MCS-DC\7PAA002122_MCSDC_v2.xx.ZIP.

Click the Start button. In the Search box, type Command Prompt or cmd, and then press
Enter, wait for the command prompt window to open.

Type the following command in the command prompt
C:\MCSDC\SHA256HASH.EXE "C:\MCS-DC\7PAA002122_MCSDC_v2.xx.ZIP"and press enter.

The tool will calculate the Hash and return the value to the screen followed by the name of
the file that was hashed.

Figure E.1: Hash Check

Compare this Hash value with the one listed in the summary field of MCS- DC package, in
ABB library. A matching value confirms that the downloaded package is identical to the
source. If the values do not match, do the following.

- Download the package again, repeat the steps.
— If the problem persists, contact ABB Support Line (level 2).

Alternatively, users can compute SHA256 Hash value, using Windows power shell. Follow the
link given below for Hash value calculation using Windows PowerShell:
https://docs.microsoft.com/en-
us/powershell/module/microsoft.powershell.utility/get-filehash.
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Appendix F Testing the WMI health of a computer

Following procedure shall be executed to test the health of WMI queries within the local computer
(MCS-DC launch node) as well as between local computer and remote computers.
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F.1 Health check of WMI query within the local node

1. In MCS-DC launch node, Go to the system32 folder and select wbemtest.exe application.
Hold Shift and Right-click, which brings up the "Run as different user" as shown in Figure
F.1.

» This PC 3 Local Disk [C) » Windows 3 SysemdZ » whbem v &

wherncnel dil

&= Pictures p* wiermgcee.dl
e whemdisp.di

whrermaisn tin

WhrerTass Open

wherrpre "W Run a5 adminksirator

|
|
|
> |
- I
w I
= This X i |
3 30 Object WacWr] (B Bkt with Notepeds-+ |
B Disktop WdacWer 12 Shave I
Dacuments w Fin 10 taskbar {
i
4 Downloads o Copy a5 path
b M " Reslare previous versions {
¥ i
& Pict Sond to > |
B videos whaedims  Cut
% 4 Locl Disk () e SRR
W
o Mebwork Crmate shortout

W Deleto

Figure F.1: System32 Folder
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2. Click on "Run as different user" option, which brings up the following screen. Provide the
user credentials which were provided as input to MCS- DC for collecting data on this computer
and click on OK.

Windows Security x

Run as different user

Please enter credentials to use for C:\Windows\System32\wbem
\wbemtest.exe.

| '.,‘,\H‘ name |

| Password |

Domain: ASIAPACIFIC

oK Cancel

Figure F.2: Enter Credentials

Windows Management Instrumentation Tester S X
MNamespace: Connect...

_ & |

|WbemServices
Edt Context... |

| ¢
|
|
|

Method Invocation Options
 As [” Enable All Privileges
&7 L]
ol I [
= 1 g
10 Batch Count (enum. only) 5000 Timeout {msec., -1 for infinite)

Figure F.3: Windows Management Instrumentation Tester
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3. Clicking on Connect brings up the following screen. To check the health of WMI query within
the local node, click on the Connect button without entering any credentials. Health check

of WMI query from local node to a remote node shall be done by entering the remote node
IP address and access credentials.

Connect
[~ Namespace Connect
Cancel
—Connection:
Using: ]IWbemLocator (Namespaces) ;I
Retuming: IIWbemServn:es _:j mpletion: |Synchronous  ~ I
~ Credentials -
User: I
Password: |
Authority: I
Locale 1 How to interpret empty password
| ® NULL " Blank
i~ Impersonation level 1 Authentication level
" |dentify " None (% Packet
' |mpersonate " Connection { Packet integrity
" Delegate  cal " Packet privacy

Figure F.4: WMI query health check - Local computer

Connect
| ~ Namespace Connect
[\\169.227.40.11\root \cimv2
Cancel
~Connection:
Using: ]IWbemLocator (Namespaces) ;I
Retuming: IIwaSefvices L! mpletion |S)1‘.c.hr0’—0us 'I
— Credentials
User: |_\Adminislrator
Password: | |
Authority: |
Locale  How to interpret empty password
| @ NULL O Blank
Impersonation level  Authentication level
" Identify " None * Packet
& Impersonate " Connection (" Packet inteqrity
(" Delegate | O cal " Packet privacy

Figure F.5: WMI query health check - Remote computer
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4. Successful connect brings up the following Window.

Windows Management Instrumentation Tester - X

—
root\cimv2 Exit

- IWbemServices
Enum Classes... | Enum Instances... l Open Namespace..,l Edit Context... |
Create Class... | Create Instance... I Query... I Create Refresher... |
Open Class... I Open Instance... l Notification Query'
Delete Class... I Delete Instance... I Execute Method... I

 Method Invocation Options

" Asynchronous ™ Enable All Privileges
" Synchronous I~ Use Amended Qualfiers
* Semisynchronous ™ Direct Access on Read Operations

[ Use NextAsync (enum. only)
10 Batch Count (enum. only) 5000 Timeout (msec.. -1for infinite)

Figure F.6: Connection successful - Local

Windows Management Instrumentation Tester = X
Namespace: Connect...
\\169.227 40.11\root \cimv2 Ed |

~ IWbemServices -

Enum Classes... | Enum Instances... | Open Namespace..|  Edit Conted... |
Create Class.. | Createlnstance.. | Quey. | Create Refresher.. |
Open (lass... | Open Instance. .. [ Notification Queryl

Delete Class... | Delete Instance... | Execute Method... |

~ Method Invocation Options -

" Asynchronous [ Enable All Privileges
" Synchronous ™ Use Amended Qualfiers
@ Semisynchronous [~ Direct Access on Read Operations

™ Use NextAsync (enum. only)
|10 Batch Count (enum. only) [5[1'00 Timeout (msec.. -1forinfinite)

Figure F.7: Connection successful - Remote

5. Click on Query button in above screen brings up the following screen.

Query
Enter Query
|
Query Type Apply
[waL | I Retrieve class prototype Cancel |

Figure F.8: Enter Query

2PAA120980D3000 P

153



F Testing the WMI health of a computer
F.1 Health check of WMI query within the local node

6. Enter the Following query in above screen and click on Apply button.
select * from Win32_OperatingSystem

7. Successful result of the above query bring the following screen.

Query Result
WQL: select * from Win32_OperatingSystem Close

1objects max.batch: 1  Done
Win32 OperatingSystem=@

| Delete |

Figure F.9: Query Result

8. Double click on the object Win32_OperatingSystem=@. Properties of this object will be
listed as shown in Figure F.10. For example, the property 'Caption’ has a value 'Microsoft
Windows 10 Enterprise'. The WMI query for this property is successful.

Object editor for Win32_Opel Property Editor
Qualffiers
sznc:n‘:c Em_ Property Name Class of origin Save Property
d ciM| [Caption CIM_ManagedSystemBemer
g:ﬂ::n ring I ‘ Cancel
< Type
Add Qualifier | Edit @ |':|"1—'5‘_F‘N':‘ _'I I Amray
Properiies 1 value " NULL & Not NULL
gﬂl:¥urlber Eiu‘ Microsoft Windows 10 Enterprise
CodeSet ML
CountryCode CIM_
CreationClassName CiM_
C O en sbimal I snnblamma ~Ine
x Qualifiers
Add Property |  Edt Py C £ (e & Mot b &N
Methods CIMTYPE CIM_STRING  sting Add Qualifier
Delete Qualifier
Edit Qualfier

= = T L

Figure F.10: WMI query - OS caption
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Appendix G Prerequisite tool

The tool can be used for checking the prerequisites for data collection on each node of System
800xA and Freelance. Copy the 'Tools' folder from the MCS-DC package to the C:\Temp folder
of each computer node in the network. Depending on the .Net Framework version installed on
the launch node, run the tool by double-clicking MCS-DC- Prerequisite_Tool.exe from the following
locations.

— .Net Framework version 4.8.1 and above: \ Tools\Prerequisite\.NetFramework 4.8.1 and
Above

— .Net Framework is lower than 4.8.1: \Tools\Prerequisite\.NetFramework 4.8 and Below.

Refer to the registry path in the screenshot below. The highlighted value (533320) indicates
.Net Framework version 4.8.1. Values below or above this correspond to versions of the .Net
Framework lower or higher than 4.8.1.

Figure G.1: .Net Framework version details in Windows registry
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J > Downloads > MCSDC3.0_3.0.00000.805 > MCSDC3.0_3.0.00000.805 >
@D W L Sort ~ = View ~ ces
Name Date mod f'\éd Type Size
~ Today
g ABB.MCSDataCollector Installation.exe 2/2772025 3:26 PM Application 211 KB
D ABB.MCSDataCollector.Installation.exe.c..  2/27/2025 3:26 PM CONFIG File 2 KB
D MCS DataCollector.feature 2/27/2025 3:26 PM FEATURE File 11 KB
D MCS DataCollector.mediadesc 212772025 3:26 PM MEDIADESC File 7KB
Logs 2/27/2025 3:26 PM File folder
User Manual 2/2772025 3:26 PM File folder
Tools 2/27/2025 3:26 PM File folder
Msl 2/27/2025 3:26 PM File folder
Release Notes 2127/2025 3:26 PM File folder
Lib 2/27/2025 3:26 PM File folder
License Agreement 22772025 3:26 PM File folder
Figure G.2: Tools folder
Prerequisite x +
& 2 (o Q Service Products » DataCollector > Tools > Prerequisite >
@ Hew N Sort = View
= Documents # Name g Date modified Size

PN Pictures »
@ Music »
B videos *

{NET Framnework 4.3 and Below

JNET Framework 4.8.1 and Above

Figure G.3: MCS-DC_Prerequisite_Tool

Click the next button after selecting the system and Domain/Workgroup as applicable.
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MCS-DC Prerequisite Tool

system Setection ()

System : Freelance v

® Workgroup

i\ IR ER
Rpmw

Figure G.4: System Selection

As shown below, the tool will check for the applicable prerequisites for the selected system and
populate the results. All the available prerequisites in the node will be listed with a green tick, in
the 'Original status' column.

One of more pr @ notmet, To apply these, click on ‘Apply Prerequisitss’.

Praruguishe Stus )
Prerenuisies Ol Statss Statas afler aophing Stahs afer revering
Vet s Microsefl NET Framenark 2.0 Servioe Pack 1 orsbave i instated on al nades parl o data callecion

s 30 PITEr SRANING For 3l NEAWOTE Dreriizs on 38 nodes

B BEVACE IO 3EAVECRS € 151

running on 3l notss

Fib1s nat slvsady navning on 3 nedes

sacoption st on all nodes

Frerequiste elafec 3 acrin piege of uses rOGEAEal GrONGdRD 23 IpUtcr 9 s, canot e veried by tis o9l

Data & Tema  Massage
20280117 122832
20230117 122532
20030117 122632
20280117 12268
20030117 12256
20230117 12258

209047 13 2510
<

Figure G.5: Original status

Click on 'Apply prerequisite' button to apply the missing prerequisites. This must be repeated
for all nodes from which the performance data is to be collected.

In Windows XP and Windows 2003 Server operating systems, this tool cannot identify/set 'File

n and Printer sharing' and 'WMI in Windows firewall' related prerequisites. Refer to Section 2.1,
Common Prerequisites to set them manually. Ignore the status of these two prerequisites,
shown by the tool. Rest of the prerequisites will work fine.
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MES-DE Prerequisite Tool

en successhully applied. Afior complating the data colloction, ensure to revert i back 1o ariginal stafus.

Pracsausites Oiginal Stalus Stalus afier spplsing Stabat aited rensding

& ]

ey ihat Microsol NET Framewoek 2 0 Sesvice Pack 1 o above is instaled on all nodes par of daia colfecion

Turn an Fle and Frinter sharre for a3 network prafiles on allnoes

SHAT SNV SAIVICH 11O SBIVICES I 15 MOt AIFe30y rUNRing an Al naes

Start nat 5 06 3l nedes
Croale LacaliccountTokenFierFalicy” regisiy key o allnodas
Enabie ¥ AN i Vindews frewal exception it on all nodes

Frerwcuisit related o admin Frilege of user ciadenlial peuvided 33 impufer s nodle, cannol be verified By this ool

£0pls Prarsquisites

T Message
Enabée WMI iy WindawsFirsweallfinished
Enabie M1 in ‘WindssFirewall

Date & Time

2023.0047 122532
20030147 122573

ages vatdaton stariad

Figure G.6: Status after applying prerequisites

Now that all the prerequisites for data collection have been met, the node is ready for data

collection.

Once the data has been collected, click the revert prerequisite button to revert the changes.

Stalus aftee 3pplyig Statut sied vt

Prerequisites Ofiginat Status

ilac on =1 nods pail of data coffschon

Veily Trat Microscfl NET Framevsor 2.0 Serios Pack 1 of
“Tum on File and Piinter shating for all metwoek rafies on all noges
‘SHa "SevAr SenKCe TIDM SEANCAS I KIS o1 SrBacy Naaning on 3 nodss

‘SHA! "WIROWS MAN 388Nt ST SAaoN" SAVIGE FIT S6rVICEs 1 115 AO1 A4y FUNMIng on all R8s

Creste L seslazzmuntTokanFlrPscy” gty by on all noes

20230117 122848
EMabIE W IN WnIDWSFIre il IniShAG

Enable WA in WirdowsFiresll

023117 122755
20239117 122756
20239117 122756

s T
Date & Tima T Messa n
J023-01AT 122855 Disanle ‘Whil in Windaws Firewall staned
20230117 122055 Dis: ting finished
e

Figure G.7: Status after reverting prerequisites

After reverting the changes, ensure that the 'Status after reverting' column matches the 'Original

status' column.

changes at once.

> =

version. Revert the changes using the same version of MCS-DC.
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It is not possible to revert each change individually. A revert change command will revert all

Itis not possible to reverse prerequisite changes made with one version of MCS-DC with another
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Appendix H Procontrol P14 system configuration
file
Figure 274 shows the exported log file(*) with Procontrol P14 PDDS (Programming, Diagnosis
and Display System).
(*) English :

PROCONTROL configuration - Overall interrogation (OVE) with hardware stamp and software
identification.

(*)German:

PROCONTROL Konfiguration - Gesamtabfrage (GAF) mit Hardwarestempel und
Software-ldendifikation. Run the tool.

"M P00 Dieplay log file - HWS.LOG 3 =10 =i

File Edt Format Yiew Windaws (el

O e A TE O

Ay, sta,no mod. Eypirers, PF  Hapdwaee stamp pos.ma.  location design.
Identit. werd. module dara na,
1, 1,11  935R04/RL210 FIRZIS0200R1ZL0 333R04D-E 9035 122 :j
S35R04 & 00& B1Z10 ETSFROG FAPROG GIRE 320243F0003
e e e i e e e e e e e e R S P ¥TEO3 GADOS
= BT () b 835REZ/RL210 GEWEESENOOR1ZLO A35R52C-E 0Z12 0413
a33R52 A 005 B1Z10 BUSFROG GHIUE B5S041F000L
SEERIE & AL B1Z10 VAPROG GKTIE BSE042F0002
1, 1,15 A35R04/R1L210 FIRZ3I30Z00R12ZL0 335R04H-E 90E3 565
33604 A 008 B1Z10 EUSFROG FAPROE GIRZ 330242F0007
e e e s e DL HTAOL GADLS
1. 1,15 B35R07/RLE10 FIRZ3IFZIO0ELZL0 335R07R-E J035 27L
333007 A 008 BLZ10 EUSFROG FAPROE GIRZ 392741F00LL
STADL Galle
1. 1,17  S33RE0/RLZLIO GTREIDESOORIZL0 S35REOC-E 2057 93
835RE0 A 0F R1Z10 EUSFROG GIRZ 335541F0005
835RI0 A 2L BAZ10 VAFRDZ GIRZ 335542F00L7
ZATOL GADLT
1, 1,15 SIEDOL/RLZ1O0 FRZIZLS00R1ZL0 SLEOOLE-E 2055 383
alraol & 008 B1Z10 EUSFROG WAFRDI GIRZ 331541F00L4 :I
nurber of ines: 34 fna:o e Mo fa AP0 DT UER- SEEK HS, L i

Figure H.1: Example of exported configuration of Procontrol P14 System
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Appendix | The Microsoft Defender SmartScreen

If Microsoft Defender smart screen is disabled in Windows 10 and Windows Server 2022, the
following popup will appear when MCS-DC is run. To continue, click Run.

SmartScreen can't be reached right now

woft Defender SmartScreen is

Figure I.1: SmartScreen related popup message
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J How to enable Windows administrative share access

Appendix J How to enable Windows administrative
share access

1. Login to the nodesin which Administrative Share has to enabled and open services window
(type services.msc in the windows run command and click enter to open service window).

2. Under the list of services, identify the service name Server. The remote collection of process
HMI fails when this service is disabled.

Double-click the server service to open the Server Properties.
Set the startup type to Automatic.

Click on Apply and then click on Start to bring the service to run state.

o v M w

The status of the Server service changes to Started.

2PAA120980D3000 P 161



K How to check firewall settings for WMI

Appendix K How to check firewall settings for WMI

The below procedure is applicable for Windows Server 2016 Operating System, and may vary
slightly for other Operating Systems. Enabling WMI is mandatory for all nodes from which the

datais collected. This setting can be reverted once the data collection is complete.

1.

In the Control Panel, click on Windows Firewall.

EH All Control Panel ltems

« $ BB » ContiolPanel » All Control Panel llems

Adjust your computer’s settings

Figure K.1: Control Panel

Windows Firewall screen appears, click on Advanced Settings.

i Windows Firewall
- t f# » ControlPanel » All Control Panelltems » Windaows Firewall

Help protect your PC with Windows Firewall

Control Panel Home

Windews Firewall can help prevent hackers or malicious software from gaining access to your PC through the
Intemet or a network

. & Domain networks Connected

Netwaorks at a workplace that are attached to a domsin

iendows Firewnl] state On

nections Block all connections to apps that are not on the st
of allowed apps

Notification state: Do not natiy me when Windows firewal blocks a
new 2pp

I @ private networks Not connected

T ——— Fonnsctad

Figure K.2: Advanced Settings
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K How to check firewall settings for WMI

3. Windows Firewall with Advanced Security screen appears. Select Inbound Rules option and
check if Windows Management Instrumentation (WMI- In) rule is enabled. If the rule is
enabled, WMl trafficis allowed by the Windows firewall, hence no further changes are required.

3

<

WP Windaws Firewall with Advanced Security = ] o
File Action View Help
+=%|znm & B
WP Wivdos Foewal with st Actions
m‘:’:\mﬁ [[—— Group : Prcfile | Inbound Rules -
By Connection Security Rules @ World Wide Web Services (HTTPS Traffic-In) Secure World Wide Web Ser..  All i MNew Rule..
B Maonitoring SHMP Trap Service (UDP In) SNMP Trap Private... ' Filter by Profile v
SHMP Trap Senice (UDP In) SNMP Trap Domain
Softwane Load Balancer Multiplexer (TCP-In) Seftware Load Balancer A W Filtes by nta d
TPM Virtual Smart Card Management (DCOM-in) TPM Virtwal Smart Card Ma..  Private... S Filter by Group k
TPM Wirtual Smart Cacd Management (DCOM-In) TPM Virbual Senart Card Ma,..  Domain View b
TPM Virtual Smast Card Managernent (TCP-1n) TPM Virtual Srart Card Ma..  Doman A Refreth
TPM Virtusl Smiart Card Management (TCP-in) TPM Virtual Smart Card Ma...  Private... g
Virtual Machine Menitering (DCOM:In) Virtual Machine Monitoring Al & Expertlist.,
Virtual Machine Monitoring (Echo Request « ICMPy...  Virtual Machine Monitering Al Help
Virtual Machine Monitoring (Echo Request - ICMPv...  Wirtual Machine Monitering &l
Virtual Machine Manitoring (NB-Session-In) Virtusl Machine Monitering  All Windows Mansgement instumentztion (WM...
Virtwal Machine Menitening (RPC) Virtwal Machine Menitering Al # Disable Rule
Windows Firewall Remote Manasgement (RPC) Windows Firewall Rernote .. Al _{ Cut
Windows Firewall Remote Management (RPC-EPML.  Windows Firewall Remate .. All ¢
Windows Management Instrunentation (ASyne-In]  Windows Manasgement lnstr..  All o - ey
) Wi r n D . & K Doete
| Properties
& G Help
Windows Media Player x86 (UDP-in) Windows Media Player Al
@ Windews Remate Management (HTTP-In) Windows Remote Manage..  Domai...
@ Windows Remote Management (HTTP-In) Windows Remote Manage.,  Public
Windeows Remote Management - Compatibility Me... Windows Remote Manage_.  All
Waork or school account Wark ar schaol account Domai..
@ Weork or schoel account Wrk or school account Domai...
Work or school sccount Work or school sccount Domai...
@ Work o school account Wierk or sehool sccount Demai...
World Wide Web Services (HTTP Tratfic-in) World Wide Web Sendces (.. All
@ Your account Wour account Domai...
@ Your account Wour account Domai,,
& Your sccount Wour sceount Domai...
Your account Vour account Domai.. w
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Figure K.3: Windows Firewall with Advanced Security Screen
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K How to check firewall settings for WMI

In case, if rule is configured and not enabled in the inbound rules. Right-click on the Windows
Management Instrumentation (WMI-In) and select Enable Rule.

W Windaws Firewall with Agvanced Seeurity o [m] e
File  fction View Help
+ | 2ml = Bim
@ s v s o [ -
| -
: mmﬁ ([ Marne Group Profile || Inbound Rules. -
By Connection Security Rules @ World Wide Wb Services (HTTPS Traffic-In) Secure World Wide Web Ser... Al 3 Mew Rule..
B Monitoring SHMP Trap Service (UDF In) SNME Trap Private... S Filter by Profile b
SNIMP Trap Service (UDP In) SHMP Trap Domain
Saftware Load Balancer Multiplexer (TCP-In) Seftware Load Balancer Al W Filter by State »
TPM Virtual Smart Card Management (0COM-In) TPM Virtual Smart Card Ma...  Private... W Filtes by Group 4
TPM Virtual Smant Card Management (DCOM-In) TPM Virtual Smart Card Ma,.  Domain View b
TPM Virtusl Smart Card Managerment (TCP-In) TPM Virtual Srart Card Ma..  Domain S Firath
TPM Virtus! Smart Card Management (TCP-In) TPM Virtual Smart Card Ma,..  Private.. g
Virtual Machine Monitaring (DCOM-In) Virtual Machine Monitoring Al = Epontlist.,
Virtual Machine Monitoring (Echo Request - ICMPv...  Virtual Machine Monitoring  All Help
Virtual Machine Menitonng (Eche Request - ICMPv.. Virtual Machine Monitenng Al .
Virtual Machine Manitaring (NB-Session-in) Vitual Machine Monitoring  All nt Instrumentation (Whi., = |
Virtual Machine Menitaring (RPC) Virtual Machine Monitering Al 4 Disable Rule
Windows Firewall Remote Management (RPC) Windows Firewall Remote .. Al -" Cut
Windows Firewall Remote Management (RPC-EPML.  Windows Firewall Remate . Al ¢
|| 1 Windows Management instrumentation (ASync-in) ol ey
@ Windews Management Instrumentation (D¢ OM-in) X Dclete
[ indows Management Ingrument ) [l Properties
Windows Media Player (UDP-In) Windows Medi Copy Help
|| Windows Medin Player 86 (UDP-in) Windows Med) Delete
@ Windows Remote Management (HTTP-In) Windows Remt
@ Windows Remote Management (HTTP-in) Windows Remi Properties
Windows Remote Management - Compatibility Mo... Windows Rermc Hep
Wiork or school account Wiork of SEhool wuvuurs R
@ Wierk or scheol account Wievk or scheel account Domai...
Work or school account Work or school sccount Domai...
|| @ wiork or sehool account Work or school sceount Domai..
World Wide Web Services (HTTP Tratfic-In) World Wide Web Sendces (.. Al
@ Your account Your sccount Domai.
@ Yous account Your sccount Domai...
0 Your sccount Vour sccoiint Domai..
| Yaur sccaunt Vour scceunt Domi.. w
i« > | € »

Figure K.4: Enable Rule
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5. Incase, if rule is not configured, right-click on the Inbound Rules and select New Rule.

P Windows Firewall with Advanced Security
File Action Yiew Help
e | 2m = HM

3 inbound Friaz

Bt

: storyConnectivity EventCollector
E._—_ i\::::: Pl by Frofu " steryConnectivity EventServer
Filter by State ? storyConnectivity SyncSenvice
Filter by Group mnt License Provider

AnnayanceMotityMgr
A Leep Check Application Firewall Exception
Refresh entFirtial
Export List... rtFirial

XRefService

place
@ Alarm Manager service firewall configuration
€ Alaren Property service Firewall configuration
@ Application Log Service
{0 Aspect Directory service firewall configuration
@ Backup service firewall canfiguratien
@ Basic History senvice firewall configurstion
@ Batch Mirroning Port
@ Batch Net Router Port
@ Batch SOA Firewall Ex
Batch 30U Server Port
€ Calculstions Service
@ Configuration Wizard
Cress Referencing senvice firewall cenfiguration
& DMFF DM3 01
O DAMFF DMS 02
@ DMFF DM3 03
& DMFF FFDSD 01
DMFF FFDSD 02
O DMIFF FFDSD 03
& DMIFF FFDSD 04
@ DMFF FFDSD 05
DMFF FFDSD 06
< 3l

View

Help

Group

P Windows Finewall with Advanc [T WS

Prafile e
A
Al
Al
Al
Al
Al
Al
all
all
Al
Al
All
Al
Al
Al
AN
Al
Al
Al
Al
Al
Al
All
Al
Al
Al
Al
Al
All
Al
Al
Al W

i

A 8

»

Mew Rule..
Filkes by Profile
Filter by State

Al

Filier by Group
View

G Refresh

|5 Export List..
+ DIIIM!RU;I
4 cu

K Delete

[ .|
x
z
&

Figure K.5: New Rule
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K How to check firewall settings for WMI

6. New Inbound Rule Wizard appears. Inthe New Inbound Rule Wizard, select Predefined option
and select the Windows Management Instrumentation (WMI-In) rule and then click on Next.

‘ 2
File Action View Help
a% nm = HmD
0 vindows Fiewat win 2dvonc [ L -
K1 Inbound:™-* -
K3 Outbous P New Lnbound Rule Wizard s [ Rules 2
= 1 =w Rule...
& "% Rule Type
= Monitor| Ites by Profile »
Select the type of firewall rule to create
Iter by State L]
Steps: bter by Group L3
@ Fue Type What typa of rula would you s 1o cresta? ew »
& FPredsfnad Ruiss resh
@ Acton ) Program pont List...
Fuie: that controls connactions for a progeam .
2lp
O Port i
Fe that controls connactons for a TGP or LIDP pot jion Log Senice =
& B . isable Rule
[rr— T Py Z ut
Disirbatd Transaction Coordinator - Bpy
Flle and Printer Sharing 1
() | Fie and Printer Shanng over SMBDrect tiete
Fée Server Remcte Management
iSCSI Sanvice fapemties
iy Management Servce
mONS elp
Message Cueung
Senice
Network Discovery
Perdcemanca Logs and Marts
Remate
Femote Event Log Marsgement
Remote Event Moritor
s Schadulad Tasks Managemant
Remolle Service Management
Ramote Shutdown
Flemcte Volume Management
FRoutng and Riamacte Access el
Secure Socket Turnelng Profocol
Secure Word Wide Web Services (HTTPS)
[ rrwsu | SNMP Trap
Scftwars Load Baiancar
© OMFF FFDSDO5 | oy yinal Smat Cond Management
& DMFF FFDSD 06 & R
< >«

Figure K.6: Predefined Option
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7. Select all the three rules in the Rules section and click on Next.

T

-

£ in
go
% ¢

E M

| Wind/~

File Action ‘View Help

nml = B

& New Inbound Ruse Wizard

Predefned Rules

Salact the muies to be created for this mpanance

Steps.

@ Fuls Type

@ FPredefined Rues
w Achon

Which ndes would you like to creste ?

The following rules define netwod: connectivty redquerements for the sedected

predefined group.
Fudes that am checked wil bs craated. ¥ 2 nis simady mdsts and is checked, the cortents of

the exsting rule wil be oversriten

Fudes:

| Hame

| (71 Winderws Managamert instrumergaion (ASync-in)
Ewmmwmmm (WHE-n)
| FAl Windaws Management Instrumentation (DCOM-n)

O =

Actions
Inbound Rules

:

it ]
4

&

New Rule...
Filter by Prafile
Filter by State
Filter by Group

View

i FRefresh

Espoit Lt
Help

Disable Rule
Cut

Copy
Delete

: Properties

|| G TFRAFF FFOS00T Al
| € DMFF FFDSD 04 Al
| & DMFF FFDSD 05 A
| 8 DMFF FFDSD 05 Al

> || €

Help

b

Figure K.7: Select All Rules
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K How to check firewall settings for WMI

8. Select Allow the connection and click on Finish.

File Actien View Help
| nm = HMm
Viind A ctions
ﬂn In o New Inbound Rule Wizard >
Inbound Rules: -
9 Action |
R B New Rule...
E Speciy the action 1o be {aken when a connection matches the conditions specified in the rue. KT Filter by Prafile b
Steps: W Filter by State 13
@ Fids Tios What sction should be tsken iwhen the speched 7 T Filter by Group 13
@ Predefned Fues - View *
(@ Allow the connection
o Ths Inciudes connactions that am protected with [Psec: as wal s those am nat e Rufrech
- = Export Lict...
() Mlow the connection if it is securms [
This includas only connactions. that have basn av using tPeac. G . H Hep
will b secyred Ling the seftings in EPssc propedies and nies in the Connection Securty = .
Plude node. Appheation Log Senace -
& Drsble Rule
& Cw
) Hock the connection
= Copy
K Delete
(1] Propesties
H Hep
- -
|| GNUMFFFOSDT Al
@ DMEF FFOSD 04 Al
D DMFF FFDSD 05 Al
D DMFF FFDSD 06 Al v
< 3|« >

Figure K.8: Allow the Connection
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After the collection of complete data, revert the changes. Select the options and click on

Disable Rule.

£ Inbound Rules
R Outbound Rules

s> B Monitoring

h Connection Security Rules

& Windows Firewall with Advanced Security
File Action View Help

% 2@ = Hm
o Windows Firewall with Advanc

Introiand Rules

HName

SNMP Trap Service (UDP In)
SHMP Trap Senvace (UDP In)

@ Work or school account
@ Work or school account
@ Work or school account
@ Vierk or school account

@ Your account
@ Your account
@ Your sccount
& Your aceount
€

5 ge
Windews Media Player (UDP-)
Windows Media Player x36 (UDP-In}

@ Windows Remote Management (HTTP-In)
8 Windows Remote Management (HTTP-In)
Windows Remecte Managernent - Compatibility Mo.. Windows Remote Manage..

@ world Wide Web Services (HTTPS Traffic-in)

Saftware Load Balancer Multiplexer (TCP-In)

TPM Virtual Smart Card Management (DCOM-in)
TPM Virtual Smart Card Management (DCOM-In)
TPM Virtual Smart Card Management {TCP=In}

TPM Vietual Smart Card Management [TCP-In)
Virtual Machine Manitanng (DCOM-In)

Virtual Machine Menitaning (Echo Request - ICMPy..,
Virtual Machine Monitonng {Echo Request - ICMPv..,  Virtual Machine Mondtoning
Virtual Machine Menitorng (NB-Session-in)
Virtusl Machine Monitaning (RPC)

Windows Firewall Remote Management (RPC)
Windows Firewall Remote Management (RPC-EPM...  Windows Firewall Remate ...

n)

@ World Wide Web Services (HTTP Traffic-In)

Group

Secure Warld Wide Web Ser...

SNMP Trap
SNMP Trap
Software Load Balancer

TPM Virtual Smart Card Ma...
TPM Virtual Smart Card Ma...
TRM Virtual Smark Card Ma...
TPM Virtual Seart Card Ma._..

Virtual Machine Manitaring
Vartual Machine Manitaring

Virtual Machine Mandtaring
Virtual Machine Mantaring
Windows Firewall Remote ...

Management insty

ement inst

Windews hMedia Player
Windeows Media Player
‘Windows Remote Manage...
Windows Remote Manage.,

Work o school account
Work or school account
Work of school account
Werk or schesl account
World Wide Web Services (..
Wour account

Vour account

Veur account

Your sceount

Al
All lwu

Profile  ~
All a
Prhie.. T Filter by Profile
Domain
Al W Filter by State
Private... W Filter by Group
Domain View
Domain
Private... g Pelmh
all |5 Export List..
Al Help
Al # Dizable Rule
All & cu
All

Copy

* v w v

Figure K.9: Disable the Rule
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L How to determine which .NET Framework versions are installed

Appendix L How to determine which .NET
Framework versions are installed

For information about installed .Net Framework versions on a computer, refer to
https://learn.microsoft.com/en-us/dotnet/framework/install/how-to-determine-which-versions-are-installed.
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Revision History
Revision History

Revision History

This section provides information on the revision history of this user manual.

The revision index of this user manual is not related to the actual product revision. Please note,
MCS-DC2.0.0 and 2.0.1 are managed releases. It is released to selected users to get feedback on
the product, as it is a new product.

Revision History

The following table lists the revision history of this user manual.

Revision Index Description Date

A First version for MCS-DC 2.0.0 (Managed September 2020
release)

B This version is for MCS-DC 2.0.1 (Managed September 2020
release)

C This version is for MCS-DC 2.0.2 November 2020

D This version is for MCS-DC 2.1 April 2021

E This version is for MCS-DC 2.2 September 2021

F This version is for MCS-DC 2.3 December 2021

G This version is for MCS-DC 2.4 March 2022

H This version is for MCS-DC 2.5 June 2022

I This version is for MCS-DC 2.6 October 2022

J This version is for MCS-DC 2.7 March 2023

K This version is for MCS-DC 2.8 September 2023

L This version is for MCS-DC 2.9 March 2024

M This version is for MCS-DC 2.9.1 June 2024

N This version is for MCS-DC 2.10 September 2024

P This version is for MCS-DC 3.0 March 2025

Updated in Revision Index B

The following table shows the updates made in this Release for version 2.0.1.
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Revision History
Revision History

Updated Description of Update
Section/Sub-section

Section 1.2 - Updated Support information for System 800xA
— Added Support information for Advant Master controllers
with System 800xA HMI
— Added Support information for Melody Rack controllers
—  Added Support information for Harmony Rack controllers
(LCS only)
— Added Support information for S+ Operations HMI
— Added support information for Freelance HMI versions
Freelance 2019 SP1 FP1 and Freelance 2013 SP1 RUS.
Section 2 - Added Common Prerequisites
— Updated Prerequisites for System 800xA
—  Added Prerequisites for S+ Operations HMI
— Added Prerequisites for Harmony Rack
— Added Prerequisites for Advant Master with System 800xA
— Added Prerequisites for Melody Rack
Section 3 - Updated Basic Mode data collection process for 800xA HMI
- Updated Basic Mode data collection process for Freelance
HMI
— Added subsection for Basic Mode data collection process for
S+ Operations HMI
— Updated Advanced Mode data collection process for System
800xA HMI
—  Updated Advanced Mode data collection process for Freelance
HMI
— Added Support information for Symphony DIN controllers
with System 800xA HMI.
— Added subsection for Advanced Mode data collection process
for S+ Operations HMI.
— Added support for Security data collection in S+ Operations
system.
Section 4 - Updated Post collection procedure
Appendix - Added Appendix A

— Added Appendix B

Updated in Revision Index C

The following table shows the updates made in this Release for version 2.0.2.
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Revision History
Revision History

Updated Description of Update
Section/Sub-section

Section 2 —  Added Prerequisites for Advant MOD 300

— Added Prerequisites for Procontrol P13 controllers

Section 3 - Updated Basic Mode data collection process for 800xA HMI

— Updated Advanced Mode data collection process for 800xA
HMI

— Updated Advanced Mode data collection process for S+
Operations HMI

Appendix - Added Appendix C

Updated in Revision Index D

The following table shows the updates made in this Release for version 2.1.

Updated Description of Update

Section/Sub-section

Section 2 — Added Prerequisites for QCS with 800xA HMI
Section 3

— Updated Basic Mode data collection process for 800xA HMI

— Updated Advanced Mode data collection process for 800xA
HMI

— Updated Advanced Mode data collection process for S+
Operations HMI

Appendix - Added Appendix D

Updated in Revision Index E

The following table shows the updates made in this Release for version 2.2.

Updated Description of Update
Section/Sub-section
Section 1 - Supported Systems and Versions
Section 3 - Data Collection process
Section 5 - “chkdsk” issue is removed
Section 2 - Modified .NET Framework version
—  Freelance prerequisite settings for Windows XP client nodes
in workgroup
Section 5 —  Error when .NET Framework is missing in the launch node

Updated in Revision Index F

The following table shows the updates made in this Release for version 2.3.
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Revision History
Revision History

Updated Description of Update
Section/Sub-section

Section 3 - Periodic Data Collection

- Alllmages

—  Product name change from SPDC to MSC Data collector
Section 5 - Issue 1 Agent deployment failed added

Updated in Revision Index G

The following table shows the updates made in this Release for version 2.4.

Updated Description of Update
Section/Sub-section

Section 1.2 - Supported Systems and Versions
Section 3.4.1 - 800xA with Harmony data collection
Section 3.4.3 S+ Operations with Harmony data collection
Section 3.5 Periodic data collection improvements
Appendix E Hash verification.

Updated in Revision Index H

The following table shows the updates made in this Release for version 2.5.

Updated Description of Update
Section/Sub-section

Section 2.13 - Non-ABB System (Security Data collection).
Section 3.4.7 - Security Data Collection from non-ABB Systems.
—  Support for QCS with System 800xA HMI version 6.1 SP2.
Section 1.2 - Supported Systems and Versions.
Section 4

— Changein collection file name.

Updated in Revision Index |

The following table shows the updates made in this Release for version 2.6.

Updated Description of Update
Section/Sub-section

Section 3.1 - Switch option from Basic to Advanced mode data collection.
Section 3.3.1, Section3.41  _  AC 800M crash file collection configuration.
Section 3.6 ESXi Data Collection
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Revision History
Revision History

Updated Description of Update

Section/Sub-section

Section 4.1 Collection file merging

Appendix B.2 Secured communication - Client certificate selection procedure

Updated in Revision Index J

The following table shows the updates made in this Release for version 2.7.

Updated Description of Update
Section/Sub-section

Section 1.2 - Supported Melody versions, Supported Harmony Composer
& S+ Engineering versions, Supported HAPI versions,
Supported S+ Operations Versions, Supported 800xA Versions
and Support for Harmony Bridge modaules.

Updated in Revision Index K

The following table shows the updates made in this Release for version 2.8.

Updated Description of Update
Section/Sub-section

Section 3.4.1 —  Parallel data collection of client computers.

— AC 800M controller collection configuration.

Updated in Revision Index L

The following table shows the updates made in this Release for version 2.9.

Updated Description of Update
Section/Sub-section

Section 1.2 - Supported Freelance versions.

Supported 800xA versions.

Section3.1,3.2 - AC 800M crash file collection configuration.
Section 3.4.8 S+ Historian in 800xA or third party HMI environment.
Section 4.1 Collection file merging.

Appendix B Secured communication.
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Revision History
Revision History

Updated in Revision Index M

The following table shows the updates made in this Release for version 2.9.1

Updated Description of Update
Section/Sub-section

Section 2.8 - Advant Master controller data collection prerequisite.

Updated in Revision Index N

The following table shows the updates made in this Release for version 2.10

Updated Description of Update
Section/Sub-section

Section 1.2 - Supported 800xA versions.
—  Supported QCS versions.

—  Supported Freelance versions.

Section 3.0 - Support for Japanese language systems.

Updated in Revision Index P

The following table shows the updates made in this Release for version 3.0

Updated Description of Update
Section/Sub-section

Section 3 - Setup and Maintenance.
Section 4 - Data Collection.

Section 6 - Troubleshooting.
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