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Abstract— This paper investigates the adaptation of different
performance maps of centrifugal compressors driven by dual-
shaft gas turbines during operation. First the estimation of
compressor, gas turbine and combined efficiency are considered.
Obtaining performance maps is mainly based on fitting an
empirical model to the history of past data together with the
understanding of how much new information is contained in
newly collected data samples. This amounts to solving a least-
squares problem which is formulated as a quadratic program
using various constraints. Comparing the actual efficiencyto the
predicted efficiency by evaluating the previously fitted model,
the algorithm decides whether the actual model is accurate
enough or a model update is needed. The necessity of having
an online model update comes from the fact that the efficiency
maps can change due to several factors such as fouling. The
algorithm is tested using industrial data from a gas compression
station with five gas turbine-driven compressors. The results
show the need of online adaptation and that it is possible to
accurately predict the different efficiencies using the presented
method without excessive model updates. The access to online
updated performance maps allows to understand how well the
system is performing and gives the opportunity to monitor the
efficiency of a specific unit. It is possible to use the adapted
performance maps for load sharing optimization with time-
varying optimization models.

I. I NTRODUCTION

The purpose of compressor stations along pipelines is
to pump a quantity of natural gas at a desired pressure
level. A compressor station consists of several compressor
trains connected in series, parallel or mixed configurations.
The analysis of turbo compressors indicates that the energy
consumption takes up to 70% of the cost [1]. The major
innovation in the past decade was the trend going from
fixed-speed drivers to variable-speed dual-shaft gas turbines
and variable-speed electrical drives. By using variable-speed
driven compressors, manufacturers have enlarged the op-
erating range and the flexibility. This change led to more
efficient operation, but also increased the control complexity
of compression stations. For example, using the conventional
load sharing approach of equal set points for all variable-
speed compressor units typically leads to inefficient opera-
tion and poor exploitation of the gained operational flexibility
[2]. The total energy consumption can therefore be addi-
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tionally reduced by optimizing the operation of compressor
stations. This will significantly impact the overall operation
and maintenance costs of a gas compression station. These
considerations point out that advanced load sharing opti-
mization is very promising but the lack of information on
the performance map of the individual compressors, which
are needed to optimize the system stands as an obstacle for
the implementation of such schemes. The performance map
of a compressor is subject to significant changes caused by
external and unknown factors [3]. Therefore, it is important
for load sharing optimization to have an efficiency model,
whose performance is monitored and whose parameters are
up-to-date [4].
Typically the compressor map (relationship between head
and flow at varying speeds) and performance map (efficiency
at varying operating points) are tested periodically but to
a very limited extent to minimize down-time and the cor-
responding economic loss. Due to the infrequent nature of
these tests, it is rather common to have invalid or inaccurate
information on the compressor and performance maps. This
lack of information makes it particularly difficult to optimize
the compression system for load sharing [5].
In the present paper the thermodynamic modeling and es-
timation of various efficiencies related to the operation of
gas turbine driven compressors are discussed. An adaptation
algorithm is used to fit historical data to a specific empirical
model resulting in a compressor map. The advantage of
this method compared to pure black box modeling [6] is
that it provides flexibility to explicitly specify the form
of the compressor map. This map can be evaluated for
different operating points to obtain a predicted efficiency
of the compressor. By comparing the efficiency obtained
from measurements and thermodynamic relationships with
the predicted efficiency, the accuracy of the performance map
can be determined. In the case of large deviations the method
is able to update the model parameters of the performance
map in order to improve the accuracy of the predictions. This
requires a trade-off between overfitting and underfitting the
model to the considered history of data points.
The results are obtained using industrial data from a five
compressor station with centrifugal compressors driven by
dual-shaft gas turbines. The arrangement considered in this
study is depicted in Fig. 1. The first shaft connects air
compressor and high pressure turbine (HPT) of the gas
turbine, whereas the second shaft connects the low pressure
turbine (LPT) to the gas compressor used to compress the
process gas. This arrangement ensures that the speeds of
the two shafts can be chosen independently. The presented



method is not restricted to this kind of arrangement and can
easily be extended to electrical driven gas compressors.
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Fig. 1. Typical variable speed dual-shaft gas turbine and centrifugal gas
compressor

II. SETUP AND STATISTICAL DATA ANALYSIS

This section presents the considered setup and discusses
the statistical correlation between the different measured
variables. Data was collected during one year, with a sam-
pling rate of one hour at a compression plant with five
gas turbine-driven compressors. The data contains most
of the possible variations of ambient conditions, operating
conditions and equipment deterioration. The available mea-
surements for each individual compressor are listed in the
following and illustrated in Fig. 2.

• Suction pressureps and discharge pressurepd in [barg]
• Suction temperatureTs and discharge

temperatureTd in [◦C]
• Suction flowqs in [compensatedm3/h]
• Fuel flow qf in [compensatedm3/h]
• Compressor speedΩ in [rpm]
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Fig. 2. Simplified system with available measured variables

Note that volumetric flowsqs andqf can easily be converted
to mass flowsṁs and ṁf by using the density of natural
gasρ0 at standard conditions. The ambient temperatureTa is
measured for the station and is the same for all compressor
units. It has to be noted that for pipeline applications the
gas composition is well known unlike for example upstream
operations where the gas composition can change over a
short period of time.
The correlation of measured variables is a valuable infor-
mation to understand which variables might influence the
calculated efficiencies and to which extent. For this reason,
the collected data was processed in an off-line fashion by
calculating the measurement covariance matrix which is
defined in Eq. 1.

Σij = E[(Xi − µi) · (Xj − µj)] (1)

with the mean valuesµi = E[Xi]. The measurement
covariance matrixΣ depends on the window length of

the considered data and may vary for different seasons.
Therefore, the correlation is shown for a short time interval
of two weeks corresponding to336 data points in summer
and in winter. This ensures that the overall conditions are
similar in the considered time interval. The measurement
covariance matrices for the two selected cases are shown
in Tab. I and Tab. II. The covariance matrices have been

TABLE I

SUMMER CORRELATION MATRIX

TABLE II

WINTER CORRELATION MATRIX

extended with the efficiencies presented in the next sectionin
order to show correlations between calculated and measured
variables. Looking at the covariance matrices, the most cor-
related variables are the process gas flow rate, the fuel flow
rate, the compressor speed and the discharge temperature for
both cases. This is in agreement with the efficiency models
introduced in the next section, where further aspects of the
correlations are discussed.

III. E FFICIENCY MODELS

Different efficiencies are considered for the case of gas
compressors driven by dual-shaft gas turbines given the
measurements introduced previously. In addition, some fit-
ting variables have to be chosen, in order to approximate
the efficiencies as a function of measured variables. This
choice directly impacts the quality of the fit, since the fitting
variables should fully capture the operation of a unit with
respect to the considered efficiency.
The estimation of the efficiencies is based on thermodynamic
first principles. The simplest efficiency formulation is the
isentropic compressor efficiencyηiso. This efficiency is de-
fined as the ratio between isentropic work and actual work.
Wiso is the work needed to compress the gas from the suction
pressureps to the discharge pressurepd without losses using
the isentropic temperature rise.

Wiso = ṁs · cp,NG · Ts

(
pd
ps

γ−1

γ

− 1

)

(2)

where cp,NG is the specific heat capacity andγ the ratio
of specific heats for natural gas. The actual workWactual



accounts for the losses mainly using the measured discharge
temperatureTd and is defined in Eq. 3.

Wactual = ṁs · cp,NG · (Td − Ts) (3)

The isentropic efficiency of the gas compressor can then be
computed using Eq. 4.

ηiso =
Wiso

Wactual

(4)

ηiso is typically plotted as a map against flow numberq and
pressure ratioΠ = pd

ps
, which fully captures the operating

point of a gas compressor. This is in accordance with the
correlations found in the covariance matrix in the previous
section. The isentropic efficiency is mostly correlated with
pressure ratio, discharge temperature and discharge pressure.
The mapping can be defined as

fiso : (qs,Π, ~αiso) → ηiso (5)

wherefiso is the fitting function and~αiso its parametrization.
Note that there is not much difference in considering the
isentropic or adiabatic efficiency as it is explained in [7].
Due to the fact that only a limited amount of information
is available on the gas turbine side, the gas turbine effi-
ciency is computed from the actual work needed for the gas
compression assuming a power balance on the connecting
shaft as depicted in Fig. 2. The gas turbine efficiencyηgt is
defined as the ratio between actual compression work and
the theoretical heat release of the combustion [8].

ηgt =
Wactual

Wfuel

(6)

Wfuel depends on the injected fuel floẇmf and on the
lower heating valueLHV of the combustion fuel, which is
the same as the gas transported in the pipeline.

Wfuel = ṁf · LHV (7)

Different ηgt map representations can be found in the lit-
erature [9]. In the present work, the gas turbine efficiency
map is plotted against the ambient temperatureTa and the
actual powerPactual due to lack of measurements for other
representations. Although the rotor speed does not appear in
Eq. 6, the measurement covariance matrix shows as expected
that the rotor speed is significantly correlated withηgt. This
result underlines the validity of the presented assumptions.
The gas turbine map can be expressed as

fgt : (Ta, Pactual, ~αgt) → ηgt (8)

wherefgt is the fitting function and~αgt its parametrization.
Finally, the combined or total efficiency is directly obtained
by multiplication of Eq. 4 with Eq. 6. Therefore, the total
efficiency can be expressed as

ηtot = ηiso · ηgt =
Wiso

Wfuel

(9)

The total efficiency can either be represented using the gas
compressor operating point or the gas turbine operating
point. Further analysis showed that better fitting results

could be achieved using the gas compressor operating point
representation. Considering the target application of load
sharing optimization for compressor stations, it is obvious
that these are the preferred fitting variables. For this purpose
the fitting functionftot is defined as

ftot : (q,Π, ~αtot) → ηtot (10)

The strengths of the presented models are the simple deriva-
tion from first principles which use available measurements
and the formulation as work ratios. Typically, the approxi-
mations for the efficiency mapsfiso, fgt andftot are chosen
to be quadratic functions in the fitting variables(x, y) and
linear in the parametrization~α [7]. For all efficiencies the
same model structure is used, as shown in Eq. 11.

f (x, y, ~α) = α1 +α2x+α3y+α4x
2 +α5xy+α6y

2 (11)

IV. A LGORITHM STRUCTURE

Before starting with the details of the adaptation algorithm
an overview should be given on the structure of the algorithm
as illustrated in Fig. 3. Following the illustration, aftersome
measurement filtering the efficiency is calculated and the
previous model is evaluated. Given the approximation error,
the decision is made whether to keep the previous model
parameters or to update the model parameters by triggering
the adaptation algorithm. In parallel to this process, the
buffer management block takes care of correctly saving and
managing the buffer of past measurements. In the following,
the most important blocks will be addressed in more detail.
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Fig. 3. Function block diagram of proposed algorithm

A. Data Filtering

The main aim of this sub-function is to filter faulty data
or data that does not represent normal operation. First it
is determined if the compressor is in operation or standby
mode, considering a threshold on the compressor speed.
Further filtering is performed using conditions on suction and
discharge temperature ratio, as well as on discharge temper-
ature and isentropic temperature rise ratio. These conditions
always ensure that the thermodynamic equations are valid



for the considered data point, e.g. ensuring that the discharge
temperature is larger than the suction temperature or that the
isentropic discharge temperature is smaller than the measured
discharge temperature. This might happen only in special
cases, typically when the compressor is not connected to
the main suction and discharge headers of the compression
station. In the case one of the conditions is not fulfilled, the
new data point is discarded and not stored.

B. Buffer Management

Data points which were not discarded are stored in a data
set subdivided into two parts:

• global data points, are stored to keep track of the overall
behavior of the system

• local data points, represent only the latest data close to
the actual operating point

An example of local and global data points for selected time
instants are shown in Fig. 4 for the isentropic efficiency and
in Fig. 5 for the total efficiency. These figures show the
points belonging to the global history in blue circles, whereas
the data points contained in the local history are shown as
squared black points. It is worth mentioning that75 data
points are shown in the figures and that the contour plot
represents the fitted efficiency map. Moreover, these figures
give an impression on the spatial extension of global and
local data points in the operating range of the gas compressor
(shown in black dashed lines).

The local history contains data points which represent
the behavior of the compressor in the lastNl observed
points. The window lengthNl determines how many past
observations are stored in this local buffer. IfNl is small,
the model will tend towards poor local accuracy and almost
invariant global surface shape. Whereas ifNl is large, the
model will overfit the local points and the global surface
shape will tend to change significantly. Both extreme cases
are not desirable. When a new data point has to be stored, all
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Fig. 4. Snapshot of buffer points and fitted map at a given timeinstant
for the isentropic compressor efficiency. The dashed black lines represent
the operating range of the gas compressor
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Fig. 5. Snapshot of buffer points and fitted map at a given timeinstant for
the total efficiency. The dashed black lines represent the operating range of
the gas compressor

data points are shifted by one in a moving horizon fashion,
where the new point takes the first buffer position and the
last point drops out of the buffer. This arrangement is also
know as First-In-First-Out (FIFO) method. The data point
that drops out of the local history is passed to the global
history data set.
A global data history was introduced to also account for
a larger picture of operating points, which stores the data
points that drop out of the local buffer. This buffer is
not time-sorted, but rather a list of operating points which
were explored recently. If the new data point is in some
neighborhood of previously stored points, the older points
are replaced by the newly available information. The window
Ng is variable but limited by a maximum value. Furthermore,
there is a time limitation on how long data points can stay
inside the global buffer, e.g. points which are older than one
month will be deleted from the buffer automatically.
The distinction between local and global data points is
necessary in order to obtain local accuracy and global shape
preservation. This solution resulted in a powerful trade-off
between overfitting and underfitting. In practice, the distinc-
tion between the local and global data points is achieved by
means of different weights in the adaptation algorithm using
decaying weights for the global data points.

C. Decision Block

The decision block calculates the error between calculated
efficiency using the current measurements and by evaluating
the efficiency map using the previous map parameters. In
the following, the calculated efficiency will be referred to
as measured efficiency, whereas the efficiency obtained by
map evaluation will be called predicted efficiency. In case
the prediction error is too large, the decision block triggers
the adaptation algorithm which calculates the new map
parameters. This is mainly based on a threshold on the
prediction error. To make this approach more robust with
respect to outliers, some flexibility is introduced by allowing



temporary violation of the threshold for a limited time. This
proved to be a good solution as it will be shown in the results.

D. Adaptation Algorithm

The adaptation is formulated as a least-squares optimiza-
tion problem with the map parameters serving as decision
variables. From now on a generalized notation is used
by introducing (x, y) as fitting variables, e.g.(q,Π) or
(Ta, Pactual) and z as an efficiency calculated using either
Eq. 4, Eq. 6 or Eq. 9. The variablesx, y andz are normalized
before being used in the adaptation algorithm to ensure a
good conditioning of the problem and to avoid numerical
problems.

min
~α

N∑

i=1

ωi · (zi − f(xi, yi, ~α))
2 (12)

whereωi are the weights and~α the map parameters. The
index i goes over all data points present in the local and
global buffer. Using matrix notation the following equation
is obtained.

min
~α

(~z −M · ~α)T ·W · (~z −M · ~α) (13)

where the matrixW denotes the diagonal weighting matrix
and M denotes the measurement matrix which has the
following form in case of the selected approximation.

M =






1 x1 y1 x2
1 x1y1 y21

...
...

...
...

...
...

1 xN yN x2

N xNyN y2N




 (14)

Simplifying Eq. 13 further, the standard quadratic program-
ming (QP) formulation is obtained. Note that the quadratic
term in ~z has been dropped, because it is constant in~α.

min
~α

1

2
~αT 2 ·MT

·W ·M
︸ ︷︷ ︸

H

~α+ ~αT (−2 ·MT
·W · ~z)

︸ ︷︷ ︸

g

(15)

In contrast to an analytic least-square solution, the parame-
ters ~α can be constrained by upper and lower bounds. In
the present paper the bounds were used to fix the signs
of each individual coefficient. This was introduced in order
to preserve the shape of the fitted model. Theses bounds
were obtained by careful analysis of the data using varying
data windows in order to determine common patterns over a
whole year. These box constraints are summarized in Eq. 16
and can easily be incorporated in a standard QP formulation.
The QP is solved using the active set solver qpOases [10].

α1 ≥ 0 α3 ≥ 0 α5 ≥ 0

α2 ≤ 0 α4 ≤ 0 α6 ≤ 0
(16)

Considering the perspective of load sharing optimization the
property of having a quadratic function with only one ex-
tremum would be a significant advantage. This requirement
of being negative definite can be translated into a constraint
on the eigenvaluesλi of the matrixDi.

f =

[
x
y

]T

·

[
α4 0.5 · α5

0.5 · α5 α6

]

︸ ︷︷ ︸

Di

·

[
x
y

]

+

[
x
y

]T

·

[
α2

α3

]

+ α1

The constraint on the eigenvalues ofDi can now be ex-
pressed as

α4 + α6 ±

√

α2

4
+ α2

6
− 2 · α4 · α6 + α2

5

︸ ︷︷ ︸

λi

≤ 0 (17)

This nonlinear constraint can be reformulated as a quadratic
constraint which turns out to be always semi-definite and
thus defines a convex feasible set. As the objective function
is convex, the resulting convex nonlinear program (NLP) can
be solved either by a dedicated quadratically constrained QP
(QCQP) algorithm or by means of a general semidefinite
programming (SDP) solver. Yet another alternative is to
iteratively linearize the nonlinear constraint and to solve
several standard QPs in an SQP-type fashion. Numerical tests
indicate that this sequential QP (SQP) approach converges to
the solution of the convex NLP within a very small number
of iterations. Summarizing, in case the original QP solution
is not negative definite, the constraints on the bounds are
removed and replaced by iteratively linearizing the nonlinear
constraint on the eigenvalues as illustrated in Fig. 6. The
presented method uses only a QP solver and can therefore
be easily implemented in an embedded environment.

Fig. 6. Details of the adaptation algorithm using only QP formulations

V. RESULTS

A data set corresponding to a time period of approximately
40 days was selected from the compressor station historical
database to demonstrate the performance of the proposed
algorithm. The results are shown for only one compressor
due to space reasons. The statistics at the end of this section
include all five compressors. First, the trends for calculated
and predicted isentropic compressor efficiency are shown in
Fig. 7. The error evolution stays quite tight inside the bandup
to data point4550. After an error of approximately8% the
model parameters are updated and the model performance
returns inside the error band. In total only two parameter
updates are triggered during the considered period. Despite
significant variations in the efficiency between the data points
4600 and4800 coming from highly variable operating points,
the model continues to perform very well. Moreover, the
efficiency prediction is accurate also before and after the
compressor shut down between4200 and 4300. Similar
trends can be observed for the gas turbine efficiency in Fig.
8. Also for this efficiency only two updates were triggered
in the considered time period. The influence of the robust
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Fig. 7. Calculated and estimated isentropic compressor efficiency. Black
points indicate an update of model parameters

decision part of the algorithm can be seen at points4600 and
4800, where the error band is violated but only for a very
limited time period. The algorithm does not update the model
parameters and the model performs well after the temporary
violation. This proved to be a powerful solution to avoid
unnecessary and excessive parameter updates. Finally, the
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Fig. 8. Calculated and estimated gas turbine efficiency. Black points
indicate an update of model parameters

total efficiency evolution is depicted in Fig. 9. For this case
three parameter updates are observed all in the neighborhood
of data point4550. Nevertheless, the model performance is
accurate throughout the data set. The only difference is the
higher variability of the error inside the error band.
As additional information the computational time needed
to solve the problem, the statistics of model updates and
parameter variations are given in the following. The mean
execution times were1.84ms for the QP problems and
26.42ms for the SQP. To capture the statistics on model
updates the ratioR between number of model updates and
working hours in the year is introduced. Averaging over
one year and over the different compressors the following
statistics were obtained.
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Fig. 9. Calculated and estimated total efficiency. Black points indicate an
update of model parameters

µ(R) =
1

244
= 0.0041 σ(R) = 1.5 · 10−6 (18)

This means that in average there is one map update every
244 working hours, which corresponds to approximately10
working days. The small standard deviation shows that simi-
lar update behavior is observed for all efficiency definitions.

VI. CONCLUSION

An adaptation algorithm for centrifugal compressors is
presented accounting for different efficiency definitions in the
case of variable-speed gas turbine driven gas compressors.
The map adaptation is formulated as an optimization problem
using historical data buffering and is solved as QP and SQP
in order to enforce a concave fitting. The results obtained
using industrial data from a compression station, show that
the proposed algorithm is accurate and avoids excessive
parameter updates. The data underline also the fact that a
map adaptation is necessary in order to be able to accurately
predict the evolution of different efficiencies over time. The
presented method can be used for various purposes including
compressor load sharing optimization.
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